
AD—Ant 502 TEXAS INSTRUMENTS INC DAU.AS EIU!PNENt eROUP FIG j /3
SYSTEM AVIONIC ARCHITECTURES FOR RPVS. (U)
APR 77 R ALLEN. L CHAMBERLIN. J EARLY F33615—76—c—1215

LRIC LASSIF IE D AFA L—TR—76—2*5 NI.



—

AFAL-TR-76-245 P 
_ _ _ _ _ _ _ _ _ _ _ _

SYSTEM AVIONIC ARCHITECTURES FOR RPVs

TEXAS INSTRUMENT~ iNCORPORATED
EQUIPMENT GROUP~~
1S500 NORTH CENTRAL EXPRESSWAY
DALLAS, TEXAS 75222 c:)

%~
APRIL 1977

FINAL REPORT FOR PERIOD FEBRUARY 1976 AUGUST 1976

Approved for public release; distribution unlimited

c_)

‘
I-u

AIR FORCE AVIONICS LABORATORY
AIR FORCE WRIGHT AERONAUTICAL LABORATORIES
AIR FORCE SYSTEMS COMMAND
WRIGHT-PATTERSON AIR FORCE BASE, OHIO 45438

-I

h~ ~

,. ‘ a ~~~ -.. -•

— ~~~~~~~~ ~~~~~~~~~~~~~ ~~~~~~~~~~~~~~



NOTICE

When Government drawings, specifications, or other data are used for any
purpose other than in connection with a definitely related Government procurement
operation, the United States Government thereby incurs no responsibility nor
any obligatf’ whatsoever; and the fact that the government may have formulated,
furnished, ~: in any way supplied the said drawings, specifications, or otherdata, is not to be regarded by implication or otherwise as in any manner
licensing the holder or any other person or corporation, or conveying any rights
or permission to manufacture, use, or sell any patented invention that may in
any way be related ther !to . -

APPROVAL STATEMENT

This final report was submitted by Texas Instruments Incorporated under
Contract F336l5—76—C—12l5, Project 2003, Task 01, Work Unit 08 for the U.S.
Air Force Avionics Laboratory, Wright—Patterson AFB, Ohio 45433. 2Lt Richard S.
Butler was the Project Engineer. This report has been reviewed by the Information
Office (10) and is releasable to the National Technical Information Service
(NTIS). At NTIS, it will be available to the general public, including foreign
nations.

The reader is advised that the basic purpose of this study effort was to
explore the merits of various system avionic digital architectures having
possible applicability to Advanced Renx tely Piloted Vehicles. For purposes
of this early investigation, the contractor was permitted to analyze and
synthesize various architectures relative to the use of Texas Instruments
computers, in that the scope of this effort did not permit consideration of the
many types/classes of computers currently available. Therefore, contractor
reference to a specific Texas Instruments product should not necessarily be
construed as reflecting Air Force endorsement. More in—depth architectural
studies, currently underway by the sponsoring agency of this effort, will be
required to draw more definitive conclusions.

This technical report has been reviewed and approved for publication to
permit the stimulation and exchange of ideas.

_ _ _ _ _ _ _ _ _ _  ~~~~~~RICHARD S. BIJTLER , 2LT, USAF D R. M RGAN, Tec~~ ical Manager
Project Engineer System Design Group (/

Avionics Synthesis & Analysis Branch
FOR THE COMMANDER System Avionics Division

)AMES D. EVERETT , Colonel , USAI
f  Chief , System Avionics Division
Air Force Avionics Laboratory

Copies of this report should not be returned unless return is required by security
considerations, contractual obligations, or notice on a specific document.

A I R  FORCE - I A  MAY 71 - 100

t



~~~I- ILIJ - 
~~ II~aJ - ~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

UNCLASSiFIED
SECURITY C_I..ASSIF’ICAT ION OF THIS PAGE (I4~~.n 0.1. EnlIr . d) 

_____________________________________

i,so ,~~ irin~, ~ READ INSTRUCTJONS
5j Wit !~ I ~ I 1iJ~~ U BEFORE COMPLETING FORM

1~~~~E,.OPrNUMBER GOVT ACC ESSION NO. 3. R E C I P I E N T S  C A T A L O G  NUMBER

— . AFA4TR-76-245 , ______________________________
4. T I T L E  (and Sobtitl.) . . TYPE OF REPORT S PERIOD COVERED( SYSTEM AVIONIC ARCHITECTURES 

(
~~ ~~~~~~~~~~~~~~~~~~~~~~~

FOR RPVs - _
~~~~

-- - 2 Feb ~~-2 Aug 76
6. PERFORMING ORG. REPORT NUMSER

L_AIJYHOR(.) 
— - . -. 

B. CONTRACT OR G R A N T N U M W E RY 4 )

/ / I R. Allen, J. Graham A. Minnick . —

1. Chamberlin7 ~ W. Grimes ; 1. Shipchandler / . F336 l5-76-C - 12 15
J. Early E. Karlnth

E PERFORMING ORGANIZATION NAME AND AD DRESS 10. PROGRAM ELEMENT . PROJECT . TAS K
AREA 6 WOR K UNIT NUMBERS

Texas Instruments Incorporated ., / ,. ,

13500 North Central Expressway .

Dallas, Texas 75222 622O4FL2OO3
~~
i
~

O8

II. CONTROLLING OFFICE NAME AND ADDRESS 
~~ ~~~~~~~~~~~~~~ DA T 5

Air Force Avionics Laboratory / / A~ri~~l9 77
Avionics Synthesis and Analysis Branch (AFAL/AAA) 

~~ 
-

Wr ight-Patterson A1 13, Ohio 45433 198
14. MONITORING AGENCY NAME & AOOR ESS(II diIIe,.nl fro,o Cont,oIling Office) IS. SECURITY CLASS. (of Ala ~epo,f)

- 
Unclassified

1~ •1~~ ’ —________ _______  —~I . -, / ~~~ DECLA SS I F ICA T ION ( OOWN G RAO I NG
SCHEDULE

14. DISTRIBUTION STATEMENT (of ehio R.pofl)

Approved for public release; distribution unlimited.

li DISTRIBUTION S T A T E M E N T  (of the abofract  enle,.d In Block 20, If dlffe,.nt I,,., R.porI)

IS. S U P P L E M E N T A R Y  N O T E S

19 KEY WORDS (ContInMe on cave,.. old. If nCYe3Se ~) and Identify by block nolflber)

. 1  A RPV
Avionics
Distributed Processing System
Microprocessor

a\ABST RACT (ContInue on ceo.,.. aide If n.c e,ae,’y and Id a n hi Iy  by bloc k numb.,)

Results are presented from a 6-month study to design an avionic digital processing system for the multi-mission
Advanced Remotcly Piloted Vehicle (ARPV) application. The recommended approach is a microprocessor-based design
consisting of a distributed processing network with modular processor/memory elements (PE5) interconnected via a
MIL-STD-l553A data bus. The objective was to design a digital processing system providing not only adequate
per formance for the anticipated ARPV missions but also the lowest possible life cycle cost (LCC). Three different
processing systems were des igned to meet performance requirements for specific postulated ARPV missions. The total
LCC for each candidate system was then estimated using a postulated 10-year life-cycle scenario. The “optimum” decign - - .

DD 
~~~~ 

J473 EDITION OF I NOV 69 IS OBSOLETE 
UNCLASSIFIED

SECURITY CLASSIFICATION OC THIS PAGE (lAllan LI.,. EnI,redl

/

• .
~~~ 7 

~~~~ /

= \, ~~~~~~~~~~~~ ~~~ ~~~~~~~~~ - . — - 
.,~~. 

4 , l - . -, ‘
S
”

- —- -~ - . ‘  -..- --~~-.~~~~~~



-~~~~~~~~ -~~~~~-—~~~~~

UNCI.ASSII’IEI)
SICUR I 0 C L A S S I F I C A T I O N  OF THIS PAGE(Whe,, D.l. Ent.,.d ,I

ssas wk~~tcd on the basis of minimum LCC. In addition to the flhinllnum LCC, the recommended system also
I V  II1I~ I/Ic best periorlllanse in terms of flight-cr itical reliability.

1 he e\tensj v c use III standard modules throughout the distributed network provides flexible system performance
b d/ .~s io~ Ihtoughput ca paci ty and/or memory capacity to he increased readil y as processing requirements demand.
Ille t~ .c ol standard modules is also important in acilieving a low LCC. Results from thIs study, in particular the

design of the basic PE. are applicable not only to tile AR PV problem but other Air Force avionic processIng
applications as cvell. _

~

UNCLASS IFIED
SECURITY CLASSI rICAT ION OF TH IS PAO E(W1,e n Dat a Fnlc’,d)

~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~ .. -
. .,~~ - ~.. •  . -

~~~~~~~~~~~~~~~ 
.
~~~~~~~~ -.

‘ .



— -.-- ,----

PR E FACE

This final report presents the results of work performe d on Air Force (‘on t ract

F336 15-76-C-12 15, Project No . 2003 , Task No .0 1 (System Avionic Architecture s for RPVs) for

the Air Force Avionics Laboratory . The Air Force Program monitor was 2dLt.  R.S. Butler ,

AFAL/AAA.

The research effort was conducted by Texas Instruments Incorporated , Dallas , Texas from

2 February 1976 to 2 August 1976. The final report was submitted in February 1977. Prin cipal

contributors to this report were R. Allen , L. Chamberlin , J .  Early, J. Graham , W. Grimes .

E. Karintis , A. Minn ick and T. Shipchandler .

-
. 

~~~~

c , ~~ -
. - 

,
.

~ 

-

t 
~~~~ . 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~

-
~~~~ i/ li

~~~~~~~
•
~~~T1~~~ i:~~~



TABLE OF CONTENTS

Section Title Page

INTRODUCTION I

DISCUSSION OF THE ARPV PROCESSING PROBLEM S

A. Processing System Architectures 5
1. The Federated System 5
2. The Distributed System S

B. General Software Considerations 7
I. System Oriented Software Development 7
2. Software Development Methodology 8
3. System Simulator 8
4. Executive Software 9
5. Software Language—HOL Versus AL 9

C. General Hardware Considerations 12
I.  Standard Modules 12
2. Microprocessor Size 13
3. Bit Slice Processin g Element 16

UI DESCRIPTION OF THREE CANDIDATE SYSTEMS 17

A. Introduction 17
1. Processing Requirement 18
2. Modular Processing Element 30
3. Ground Support Equipment 34

B. Centralized System 35
- I C. DP/M System 40

D. Hybrid System 48
E. Reliability Analysis 57

1. Hardware Reliability c 7
2. Software Reliability 62

F. Maintainability Analysis 63
1. Assumptions 63
2. Analysis Results 64

IV COST-OF-OWNERSHIP ANALYSIS 67

A. Definition of Operational/Maintenance Considerations 67
1. General 67
2. Operatio nal Considerations 67

- 
- 3. Maintenance Considerations 69

B. Analysis of Life.Cycle Cost 69
1. Background 69
2. Methodology 69
3. Resu lts 70
4. Other Considerations 70
5. Sensitivities Analysis 71

C. Total Cost of Ownership

V CONCLUSIONS AND RECOMMENDATIONS 1

~~~~~~~

. 

~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
_ _ _ _ _  

‘



!~ ~~~ ~~~~~~~~~~~ 

. ----- --- ,--.------- - .--- . . 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

APPENDIX

A Representative ARPV Mission Scenarios and Functions
B ARPV Equipment and Signal List
C ARPV Algorithms and Processing Requirements
D Summary of System Network Simulator (SNS) Results
E Detailed Reliability Data
F Processing System LCC Model
C LC(’ Analysis Data and Data Sources

LIST OF I LLUSTRATI ONS

Figure Title Page

I Federated Processing System 6
2 Distributed Processing System 6
3 Evolution of Process Models 10
4 Overall Structure of the Relationship Between System Network ,

Functional and Instruction Level Simulators I t
5 Relative Cost of 16-Bit Versus 8-Bit Microprocessor System I S
6 Core Avionics Functional Diagram 19
7 Strike Mission Avionics Functional Diagram 20
8 Recce Mission Avionics Functional Diagram 21
9 EW Mission Avionics Functional Diagram 22
10 Processing Element Functional Organization 31
I I  Power Supp ly Subsystem for Distributed Network 33
12 Centralized System—Strike Configuration 36

- I 13 Centralized System—Recce Configuration 37
14 Centralized Systern—EW Configu ratio n 38
15 DP/M System—Strike Configuration 41
16 DP/M System— Recce Configuration 42
17 DP/M System --EW Confi guratio n 43
18 Hyb r id Syste m — Strike Confi guratio n 49
19 Hybrid System—Recce Configuratio n 50
20 Hybrid System - EW Configuration 51
2 1 Reliability Prediction for DP/M System—Strike Confi guration 56
22 Reliability Prediction for Hybrid System—Strike Configuration 58
23 Rel iability Prediction for Centralize d System—Strike Configuration 59
24 AR.PV Processing System LCC Analysis 68

p
i

iv

• .
~
. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~ 
. .. ,. . .

~~~~
. . . ~~~~~~~~~~ 

—

~~~~~~~~~~~~~ L . . . ._ ... ~~~~~~~~~~~~~~~~~~~~ 
— —--I-—.--. ,-

~~~~
.
~- --.—-.-- - —  — .



--~ ----

LIST OF TABLES

/ i t ! > ~

I (‘li~ii j e Ie ! Is i I~ s II Candida te  PrlIcessiIsg Systems 2
2 ~ I 1.-S I l)- IS 53 N Bu s i i  a t t i c  Swiimar y
3 I’c~i t>IrI i iaI lcU of I 6-Bit NII~ii>prI Icess1os Versus h-Bit Microprocessors 14
4 Str ik e Nliss i i>i i .Tñne - Li i ie  Anal ysis 23
S Recce NlIss I I i l i t t ie - Line At iu lv s is  24
(I I %~ NIISsI>III l i t t i e -L ine  &IIa!ysts 
7 .\!e i I/h i l l  PIIIL-e ss ine Requ i rement s  26

~ St u k  e NI Issi I lii El I ug h put Anal ysis 2 —

Rec e Nlissio t i  I h r c i u g h put  ATlal sis 2
10 l W  \ l Iss i II Thr oug h put Anal y sis
I is / a) Algi I r i th i n  NI ems) ry Req ui retnet i ts 30

12 l’roce ssing E lement  Module Character is t ics  30
I 3 NIPM Character is t ics  (SBP 9QOO~ 32
14 l’l~ Character is t ics  33
IS NI ARC IV Characterist ics 39
lb Summary of DP!M System Characterist ics 44
17 D11 NI System PE Characterist ics 45
I ~ Task Assi gnm er st  for Dl’/M Core Avionics
1>) Task Assi gn m ent for DP.’Nl Str ike Avionics 46
20 Task Assi gnment  for DP: NI Recce Avionics 4
21 Task Assi gnment  for Dl’/ Ni LW Avi ot i ic s 4 ’
22 Summary of h ybrid System Charac ter i s t ics
23 1 lybrid System Ph Clsaracte r istics c 3
24 lask Assignment for Hybrid ( ore Avioni c s 54
25 Task Assi gnment  for h y brid Strike Avionics 54
26 1 ask Assigt iment for h ybrid Recce Avionics ~5
27 Task Assi gnment  for h y brid EW Avionics
2b MTBF Summary for ARPV Avionics Processing Systems
2 1) Software Rel iab i l i ty  Sources ( >2
30 Summ ary of ARJ 1V Processing System LCC Results
31 Anal ysis of (en t ra l t z ed  S) s t e in  LCC Drivers
3 Anal ysis of h ybr id  System LCC Drivers 
33 Anal ysis of DE NI System I. CC Drivers
34 ARPV At t r i t ion  Rate  Due to Processing System Failure 

( v v t



— -

SECTION I

INTRODUCTION

This report describes results of a 6-month study to design an avionic dig ital  processing
system for the mult inu ssion Advanced Remotely Piloted Vehic le (ARPV) application. The
objective was to achieve a digital processing system providing not only adequate performance for
anticipated ARPV missions but also the lowest possible life-cycle cost (LCC). Three different
processing systems were designed to meet performance requirements for specifi c postulated
ARPV missions. The total LCC for each candidate system was then estimated using a postulated
1 0-year life-cycle scenario. The recommended approach , selected on the basis of minimum LCC.
is a microprocessor-based design consisting of a distributed processing network with modular
processor /memory elements (PEs) interconnected by a serial data bus.

The scope of the program was limited to system architectures utilizing a single command !
response time-division multiplex data bus meeting the requirements of MIL-STD-l 553A. Within
this scope , the general approach was to design and analyze several different systems representing
the most promising avionic processing concepts prevalent today. Most of the effort was directed
to wa rd inves t i gating two variations of a microprocessor-based distributed processing concept in
which separate homogeneous processing elements are interconnected by a MIL-STD- l 553A data
bus. in order to provide a common reference for performance and LCC comparisons, a
conventional minicomputer-based federated processing concept was also included as part of this
study.  In the federated concept , a sing le central  computer is connected b y a MIL-STD-l 553A
data bus to a number of remote terminals.

As shown in Table I , the three processing systems designed in this study are designated as:
the Centralized system , the DPJ M (Distributed Processor /Memory) system , and the Hybrid
system. The degree of segmentation or partitioning of the total ARPV processing problem is the
principal characteristic which differentiates these three systems. For the Centralized system , the
processing problem is not partitioned and all processing tasks are accomplished in one computer.
In the DP/M system , the problem is partitioned by task with each major processing task assigned
to an individual PE. In the Hybrid system , which is the approach recommended by this study.
the processing problem is partitioned by functional are a with groups of related processing tasks
assigned to individual PEs.

The best utilization of microprocessors or microprocessor chip sets in the ARPV application
was an important consideration in this study. Current proliferation of microprocessors and
related components compounds the already complex and multifaceted problem of designing an
avionic processing system. In order to achieve minimum LCC, design of the distributed process-
ing systems was based on homogeneous PEs formed with standard building-block tnodules. The
use of standard modules plays an important  role in achieving n itt l imum LCC both in terms of
reduced init ial  acquisition costs and reduced sustaining costs. Standard modules also provide
flexible system performance by allowing throughput capacity and/or memory capacity to be
increased readily as processing requirements demand. This kind of basic system flexibility is
expected to be particularly important as the avionic processing requirements change over the life
of the ARPV.
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TABLE I .  CHARACTERISTICS OF CANDIDATE PROCESSING SYSTEMS

Processing System

System Para meter Centralized DP/M Hybrid

Wei ght 4  (pounds) 143 246 187

Power 4 (wat ts )  753 5 15 357

Volume4 (in 3 ) 5150 6700 4690

Number of PEs or Remote Ternunals * 11 [7 I I

Peak Throughput UtiliLat ion 4 (percent) 72 16 25

Peak M emnory t ’t ihz at ion 4 (percent)  78 59 65

tota l Sy stem MTII F at 45°C~ (hours) 100 1 729 962

NII~ si> ml ( m i t i c a l  MTBF at 45~(’ (hours) 1104 928 1084

Flig ht Cmit i ca l  MTBF at 45°C (hours) 1485 1586 1874

( m i t t  (‘ost for 550 System Buy 4 $105,000 $89,500 $63,500

R e l a t iv e  L(’C 1.47 1.28 1.0

1 .ieh pr ~ -~sing syste m configured for strike mission

lim e s t anda rd  P1-i or microcomputer  used in the DP/M system and in the recommended
Hybr i d  s~ slem is based on an exist ing cotnln erci ally available 12 L 16-hit microprocessor cb m ip
(Texas Ins t ru m ents  SBP 9900) . The microprocessor chip plus I ,53o words of nonvo l at i le  pro-

- I 

~-amrnahle read-only memory (PROM) and I ,024 words of read /write random-access memory
( R A M )  form a microprocessor module (one Pflt lt ed wiring board ) which is the basic bui l ding
block for the standard PE. This standard PE is used throughout the distr ibuted processing
networks with standard inpu t / ou tpu t  modules and standard memory modules added as required
for a part icular  processing task or function.  This standard module conce p t is applicable not onl y
to the ARPV problem but other Air Force avionic processing problems as well. The use of a
standard set of modules across a wide range of Air Force and other mi l i ta ry  appl icat ions  could
have a signif icant  impact in terms of reducing total life-cycle cost for all the applications.

Each of the three candidate processing systems listed in Table 1 was designed to satisfy
representative ARPV processing requirements which were defined as part of this study. The
initial step in defining processing requirements was postulating scenarios for a strike, a recon-
naissance (recce) , and an electronic warfa re (EW) mission (Appendix A). From the mission
scenarios , a list of required mission functions and generic equipment types was determined
(Appendix B). Mission algorithms were then defined in terms of estimated throughput ,  memory .
and data input / output requirements (Appen dix C).

In addition to meeting the actual processing requirements , the candidate processing systems
also were designed to meet mission reconfiguration requirements of the multimission ARPV. In
each of the systems , reconfiguration of processing resources is facilitated by separating the
processing requirements into core (required for all missions) and mission-specific categories. For
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the DP/M and Hybri d systems , mission reconfiguration is accomplkhed by removing unneces sary
PEs for the bus network , adding required PEs and progra mnming the mission-specific part of t h e
system. For the Centralized system , reconf igu ration is accomp lished by re moving unnecessary
remote terminals from the bus , adding required terminals and reprogramming the mission-specif i c
part of the central computer.

As part of an iterative design cycle , the per formance of each candidate system was analyzed
using a System Network Simulator (SNS). The purpose of this analysis was to determine loading
on the MIL-STD-1553A bus used in each case. SNS results for peak bus traffi c during the strike
mission (segment No. 8) are summarized in Table 2. For all system configurations , wors t case
loading of the bus was found to be approximately 10 percent or less of the bus capacity
(1 megabit/ second).

TABLE 2. MIL-STD-1553A BUS TRAFFIC SUMMARY

MIL-STD-15S3A
Peak Data Rate Peak Bus Utilization Related Overhead

System (kilobits per second) (percent) (percent)

Centralized 39.7 3.97 37.4

DP/M 101.3 10.13 48.4

Hybrid 93.9 9.39 47.0

In interpreting the results shown in Table 2 , it is i m portant to note that there are a number
of factors which lead to higher bus traffi c for the distributed systems as compared to the
Centralized system. For example , the distributed systems use the network bus for both transfer
of detailed system management information and transfer of intertask data. In the Centralized
system nei ther  of these types of transactions appear on the bus. Another factor contr ibuting to
increased bus traffic is the lack of a broadcast mode in the MIL-STD-l553A protocol. This leads
to repetitive messages for the distributed systems which are not require d in the Centralized case.
Table 2 also shows that bus traffic overhead (command and status words) is higher for the
distributed systems. This is expected since the bulk of the data flow in the distributed networks
is associated with terminal-to-terminal transfers requiring four overhead words per message
according to MIL-STD-l553A proto cof ~ The Centralized system on the other hand is charac-
terized by ter irminal -to-co ntrol ler and controller-to-terminal transfers which require on iy two
overhead words per message. Details of the SNS computer runs are presented in Appendix D.

Also, as part of the design cycle, complete reliability and maintainability analyses were
performed for each candidate system. Reliabili ty factors (MTBF) were estimated for each
configuration at assumed operating temperatures of 45° to 80° C. MTBF estimates for operation
at 45°C are summarized in Table I for total-system , mission-critical , and flight-critical failures. In
the important  area of flig ht-critical failures, the distributed systems show improved rel iabil i ty
over the Centralized system. This is due to parti t ioning of the processing tasks and the natural
hardware redundancy which occurs in the distributed network approach. Detailed results from
the reliability and maintainability analyses are presented in Section III  and Appendix E of this
report.
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Afte r  t Im e required level of p er lormn ~um ce w~m s ver ili c-J for each sy stem , total J.(’(’ was
es t i t t ia t e d .  Fli ts  es t imat e  was made on the basis of a postulated AR P V life-cycle scenari o
consist ing of a I 0—y ear P eacet ime per iod fol lowed by a 30—clay con fl ict.  The L(’(’ estimates
include sottwar e and hardware  costs for both ground-support equipment and onboard ARPV
p rocessing equ ipment .  The L(’(’ model used it t  th is  s tudy  and a l ist ing of i npu t  data for the
mode! are presented in Append ix  F and Appendix  G , respective ly.  In addi t ion to ti m e conven-
[t onal 1.CC categories of acquisition and sustaining costs, other t’actors were considered such as
ARPV at t r i t ion due to pr ocessor svs tc im i  f a i lu r e .

Using the p ar tict i l am - life—cycle scenario def ined ii) this s tudy,  system acquisition cost was
t’ot mn d to he the dominant  factor in total  LC’(’ for each of the three candidate  systems. Estimated
acquisition cost for  each system is listed in Table I .  Acquisition cost s for  individual  components
in each system are documented in Sectiom i Ill. Because of m ecessary assumptions made in defining
any example lil ’e—cycle scenario. the most m ean ingfu l  in te rpre ta t ion  of the LCC results is to
compare systems on a relative basis. ‘I ’hteme for e . relative LCC values are shown in Table I. It
should be noted that  the DP/M and Hybrid  LCC estimates generated in this study are for
homogeneous processing systems. For nonhomogeneous systems , it is expected that LCC would
be hi gher , p r imari ly due to higher sustaining costs.

Accommodating future  growth in AR P V processing requirements  is an important  factor  in
evaluat ing potential  system confi gurations.  Time r ecomtn ended Hybrid system is quite flexible in
terms of future growth. Using the most demanding processing requireme nts defined in this study
(strike m ission), the Hybrid system is found to he 25 percent loaded in terms of available
throughput  and 65 percent loaded in terms of avai lable  memory. Clearl y,  there is amp le margin
for reasonable growth. If fu ture  requirements  exceed the available growth marg in , additional
standard PEs can be added to the existing network to satisfy essential ly any practical require-

- - 
ment.

Section II of this report contains a discussion of general tradeoff considerations regarding
various approaches to the ARPV processing problem. Section il l provides a detailed description
of the three candidate processing systems. A life-cycle scenario is postu lated and total cost of
ownership estimated tor each candidate system in Section IV. Section V contains a discussion of
the study conclusions and recommendations for future work.
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SECTION II
DISCUSSION OF THE ARPV PROCESSING PROBLEM

This section describes general system architectures for the ARPV processing application.
General sot’tware development crit eria to he used in the ARPV software system design are
presented , including a discussion on the use of High-Order Language ( IIOL) versus Assembly
Language (AL). The hardware considerations in imp lementing the ARPV processing system also
are discussed.

The ARPV avionic processing system m ust satisfy a number of conflicting requirements. It
m ust provide required mnul t i m iss ion perf ’orm a n ce wi th m i nimum LCC. It must be reliable enough
to ensure a hig h probabi l i ty  of mission and flight success. It also must provide for the future
addition of sensors or equipment which may as yet  be in the conceptual stages. The current state
of contputer -re iated technology ensures that  required ARPV processing system performance can
be achieved. The most difficult  aspect of the problem is achieving a satisfactory level of
performance with minimum LCC. Minimum LCC im pli es an op timum mix of numerous comp lex
system para m eters , including system main tenance  requirements , su pp ort eq uipment costs , support
personnel training costs , spares inventory requirements , recurring acquisition costs , and develop-
ment costs.

A. PROCESSING SYSTEM ARCHITECTURES

Two basic processing system architectures are generally considere d appropriate for the
ARPV application: the federated system and the distributed system. Both architectures are
conipatible with the use of a standard data bus concept (MIL -STD-1 553A) which is desirable for
system f lex ib i l i ty  and future growth.

1. The Federated System

A federated processing system (Figure 1) is defined as a computer system topology
consisting of shared information transfe r paths and one or more centrally located processors .
Such a system is generally characterized by one or more high throughput computers connected
through a common data bus to one or more remote terminals. The federated system. generally ,
does not provide for processing at a remote location. This architecture does provide a capability
for growth and a l imited degree of funct ional  redundancy if multiple processors are uti l ized.  in a
federated system the processor or processors mu st have sufficient throughput to preprocess raw
data from the remote terminals in addition to meeting the real time requirements of the primary
avionics algorithms. The system software also is conip h icated by the general nature of the
multitask environment.

2. The Distributed System

A distributed processing system ( Figure 2) is defined as a multiprocessor confi guration with
share d informat ion- t ransfe r paths. The dis t r ibuted system differs from the multiprocessor version
of the federated system in that individual processors have dedicated resources (e.g.. sensors)
assigned which cannot c n ltnunicat e with the remainder of the system except through the
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Figure 1. Federated Processing System
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Figure 2. Distributed Processing System
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[~m o , .css0t t t ’,c ’I t - A l t l m o u g h i  a m i u n i h e t  i i i  a n a l  I l l s  are possible , distr ibuted system architect ure is
gemie r al l s  l a t a t e r l / e d  by sev eral hI ’ . ’ .  - o m i u e d n m m n — t h r o u g t i p u t  computers  which co nmni u t i i ca te  over
a conimn on data  bus. Modulam i l l i c i  op m oc csso m/ t i l e i t l o i y e l en ie m i t s  are ideal ly  sui ted f o r  use in a
d i s t r t b t i t e ’ . l  ‘~y~I e t u .  l’he l ) P \l and I Is b rid co i t l i g t i r a t io i m s cl esigimed in t Ins  ~t t i dy  are c x a m n p l e s  I I I

d i s t r i h u  ted p i o~ css m ng ss s t cmm i s .

The di~t r i h t i t e d  a rch i t ec tu re  le t ids  i t se l f  o a m odular  approach in terms of bot h hardware
and software.  Cons e quent ly ,  it is an ideal design for those applications in which a re l a t i v e t s  large
Prob lem can be p ar t i t ione d into smaller t a sks . Previous Air Force studies have shown t h at a ’. 1011k

proc essing app l ica t iom is  generally con fo rm to th is  requirement . ’’2 Pa r t i t i on ing  cr i te r ia  inc lude
opt i i t i a l  resource al location ,  co nv e t t ience , func t iona l  redundat i cy ,  re l i ab i l i ty ,  da ta  bus [ra t  tic , and
cost cons iderations.

Pa r t i t i o n imig  of t h e  avionic processing requirements amid the need for reconfigurat ion of
processing resources for  d if ’f’erent  ARPV tnissions imih luences the nature  of the dis t r ibuted system
sot’tware . Execut ive  sof ’twar e l’or the distr ibuted processing archi tecture  can be table dr iv en and
thus relat ively sim n p le amid f lexible.  A table -driven executive permits  separation of execut ive logi c
amid application logic modules. Not only can modifications amid additions be made to appl icat ion
software modules , but  the capabilities of the executi ve can he expanded by stmp le changes to
standard table data.

it is generally accepted that  modular i ty  iii a com plex system can proditce savings in a
number  of areas including development . productioi i , and mna m ntenat ice costs. The degree of
modulari ty which can be achieved in a dis t r ibuted system , there fore , can he an important  factor
in achieving a low LCC. Modular i ty  also provides a high degree of f lex ib i l i ty  in t h e  dis t r ibuted
svst enl  in that  a wide range of per lormance amid redundancy levels can be easily achieved.

B. GENERAL SOFTWARE CONSIDERATIONS

I .  System Oriented Software Development

Many large processing svstemns have been developed in art envirom iment  where [lie hardware
S designed wi thou t  caret ’u l cot isider ation of possible software implications.  The ARPV software

system design should be accomplished with a design philoso phy in which hardware and software
issues are addressed s imul ta n eous ly  in a coordinated manner.  The ARPV operatiomial environment
require s tha t  the software he reliable and ea sily ma in t a ined .  The potent ia l  high cost associated
wi th  software failure makes it impera t ive  t h a t  [lie software exp l i c i t ly  meet fut ic t ional  and
performance requi rem et i t s .  The ce r t a in ty  of chi at igi t ig ARPV missions and mission requirements
necessitates a software structure which is r eadily modified. The ARPV software should he
hierarchical ly modular so that  design errors are discovered early in the design cycle and many
error types are prevented altogether. Hierar chica l m iiodu l arity also promotes highly localized
error/change effects so that  ind iv idua l  software modules can he modified without imi t roducing
errors or a f f e c t i n g  o ther  modu les.

Kil p a t r i c k . P.S . , C! a/ ., “All Se nmico u duct or  Dis t r ibu t e d  Aerospace Pr ocessor/Memory Stud y. Vo lum rme I :
~l iionii Pr ’cessing Requi r enme~it s, Honeywell . I t ic .  Com i tr a ct  No . F336 15-72 -C -I 709 , perf o r m ned for the Air
Force ‘\vII l l l l~~s l aboratory,  WPAFB , Ohio . Nove mber 1972 .

2 Conso lver . G. . ci a!,, “Dis t r ibuted  Pro cessor /M em iio r~, Archi tec tures  Desi gn Prograt n ,” Texas Instruments
I m mc orpor at ed , AF. SJ - TR-75-S0 , perf o r med for the Air F orce Avionics Laboratory.
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, Software Developme nt Methodology

l ime sol’tw:ire development methodology should assist in accom pli shin g the fi llowing task s :
Receive system requirements am id analyze the ni to produce a software design .

In iple m em it  the design in analyt ic  code. lids usually is accomp lished by se.cral differ-
en t pr ogra iii met’s.

Integrate [li e m odules of code together to form a test process which is then evaluated
for deficiency of logic , data flow and performance. Corrections are made by
returning to appropria te steps in the above cycle.

One of the most im portant  aspects of the overall effort is a clear and testable set of
requirements .  These requirements  should be unambiguous and should be used as a guide
throughout  the software design , implementation and operational stages. At the requirements
level , it is often observed that requirements are ambiguous in that they do not mean the same
thing to the system designer and the software designers/programmers . Furthermore , during the
long software development cycle and on into the operational phases , requirements change ; some
due to a better understanding of the nature of the process and some due to changes in
application or mission requirements. It is clear that a software develop ment methodology must
readily accommodate changing requirements.

The processing requirements should then be partitioned into tasks. Traceability of individual
tasks to the origi nal requirements is important. During top-level design , a model of each task
should be tested in a system network simulator in order to make efficient processor assignments
and test the imiterrelationships among tasks so assigned. At this stage , task sequencing control and
scheduling schemes should be tested to make sure that a suitable amount of computer capability
has been allocated and that no task will create a bottleneck in the system. The tasks themselves
should then be carried through an evolutionary design process in which they are refined using a
top-down design approach. Each task sh ould be tested against the system simulator at every stage
of this successive refinement. The resulting modular structure should be maintained so that there
is the ut m ost simplicity in the final structure itself. At each stage of refinement , a firm interface
specification should be documented before any coding of the module begins. At the end of this
evolutionary design , si nce testing has occurred at all stages and since every interface has been
“designed”, the software should , in fact , be operatio nal with n o need for integratio n in the
standard sense.

3. System Simulator

Throughout the design process described above , there exists a tieed for a system simulator.
The typical system simulator should consist of au integrated set of tools which aids the system
designer at every stage of the process. Four basic model types can be used to represent software
components in simulato rs:

Computer-independent models

Synthetic models
Functiona l models
Ana ts  tic models.
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Computer independent models describe program li execut ion dynamic -s by specifying c o L iml t s
of various operations , memory req uire ments , program input / outputs ari d subroutine calls and
alternative program execution paths.

Synthetic models of programs are produced by merging the characteristics of the computer
under consideration with the computer-independent model of the program.

The functional model of a progra m includes the synthetic model and the functional model
of the compu tational procedure which is to be represented by the program.

The an alytic mode l is the act ual imple men tation of a program or task on the targe t
config uration. Figure 3 summarizes the evolution of models and shows their temporal ordering
during soft ware development. Figure 4 shows the relationship between the hierarchical levels of
simulators.

4. Executive Software

The use of distributed processing elements or remote terminals in the ARPV processing
system dictates the need for a method of schedu lin g activities , t ransferring bus messages between
elements on the bus and general system control. These operations are referred to as executive
functions. The executive requirements for a multitask federated processing system are well
known and will not be repeated here . This section will deal only with the executive requirements
for a distributed processing network.

The role of the executive software within the context of the distributed system concept is
to provide a set of basic control functions necessary to schedule avionic mission software
routines and provide a common communication mechanism for inter-PE data transfe rs , Ideally ,
the executive should impose minimum computational overhead on the hard ware resources while
providing minimum but necessary control operations to ensure satisfactory performance of the
PE network in accomplishing avionic processing in a timely manner. The distributed system
executive must operate within the capabilities (and adhere to the restrictions) of the system
hard ware resources an d th e modes of th e likely avionic system ope ration withi n a m ission. In
addit ion , the st ructure or organization of real-time avionic progra m s dictates that the executive
provide the necessary means of scheduling, monitori ng, and providi ng data set management
bet ween cooperating processing tasks.

The physical separation of PEs in a network require s that the executive provide a timely
method of transmitting data between PEs . The need to reconf i gure processing resources for the
multimission ARPV imposes the requirement that the executive structure be adaptable to various
topological interconnections with minimum modifications and maximum expectation that newly
created control software will function properly.

S. Software Language — HOL Versus AL

Developers have been cautious and reluctant  to utilize a HOL rather titan AL to i m p lement
avionics software because of apparent investment costs , prog rammer retraini ng. and reduction in
computer memory efficiency. Benefits of HOL are not as obvious as these costs . and deve lop eis
are unwilling to risk such a major departure from established practices.
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Figure 3. Evolution of Process Models

‘l ite real va lue of HOL syst em m i s lies in su ch tactors as t e s tabi l i t y , hardware independence .
progru n im nin g  f l ex ib i l i ty .  operatiotial  re l iabi l i ty .  ma in t a inab i l i t y  amid lower development risk

— 
I associ ated with s o f t w a r e  h iat i dover to new programmers , reduced t rain in g prob l ems, so ftware

c o m i i i ) ) O i iah i t y .  etc. These characteristics are m’elat ive l y difficu lt  to evaluate or compare in ter r m ts of
-
. d o l la r  o~t ’~. For ex a m phe .  t h e a ssun ip t i o t i  of few softwa re ch an ges woul d t~tv or AL . while the

assun i p t i on  of m any changes would favor LI OL. How many  software changes there actual ly  will
he ~iv cr [lie l i fe  of a sy s t e i l l  depends not only  oti how well the system has been desi gned to
sih l -d y oper at iona l requirements.  hut  a lso on how fixed the requirements  are, amid omi how readil y
the s o f t w a re m a y  be s a f e l y cha nged.
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An In crea slm ig a m ount  of ’ avionics software is now bei ng wri t ten in HOL such as
J O V I A L , J3B . a dialect  of JOVIAL . the Air Force ’s command and control programming language.
Based on compar ison of ty p ical  computer ou tpu t  wi th  func t iona l ly  equivalent , hand-coded
assem b ly  language programs , it has beem s de ter t u ined  that a compiler can provide a machine code
w h mich i  is w i t h u m n  10- I S  percem it of the memory and execution t ime bounds established by
hand-coded programs. In most cases for the ARPV applicat ioii . the efficiency of computer-
generated code is expected to be suff i cien t  to satisfy overall system constraints. Where memory
and ex ecut i on time are critical , a program can be fine tuned by coding in assembly language.

A HOL , such as JOVIAL , lends itself to structure d programming and thus has the added
hem i ef i t of being self-documenting. Out-of-date software documenta t ion  is a major problem in
many appl icat ions.  Because of the sniall amount  of detai l  (value of pages , variables , switches ,
etc . )  necessary for the pr ogran 1mi~er to understand and retain to make a change , a structured 1-101
can be very cost effective in the operational phases.

Unfor tuna te ly ,  it is not practical to separate t h e  effects of HOL from other computer
parameters and no irrefutable conclusions can be drawn. However , the use of HOL in recent
avionics applications has shown that HOL is practical , even in real-time systems, and carries a
number of benefits. It has also been shown that the computer instruction repertoire a ffects
efficiency more than HOL. In this respect , the only added cost of HOL would seem to be in
added memory space. However , the continuing downward trend for memory costs while software
costs rise , makes t h e  relatively small decrease in efficient use of memory insignificant.

Some typical differences between HOL and AL can be summarized as follows :

Cost Comparison
Cost Category HOL Versus AL

System Checkout Same
Programmer Tr aining Same
Documentation 5 percent savings
Code , Keypunch . Simulation 0 percent savings

At this time there is no firm answer to the HOL versus AL tradeoff. All of the various
factors still need to be considered in div idua l ly  for each application considered. Th e  size of the
hardware buy, the type amid cost of memories involved , complexity of the funct ions being
executed in soft ware, overall system complexi ty ,  and customer requirements are a few of the
variables which must be considered.

C. GENERAL HARDWARE CONSIDERATIONS

T h i s  s e c t i o n  deals with questions of har dware s tandardizat ion and selection of
microprocessor type for the dis tr ibute d processing approach to the ARPV application.

I . Standard Modules

‘F ime ARPV avionic processing tasks span the spectrum from simp le programmable
control lers  to high throug hp u t applications. This overall problem can he solved in a number of
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ways including the mixed use of bit slices , 4-bit , 8-bit and/or 1 6-bit microprocessors in a
distributed processing networ k.  The advantages of a standard module approach are present — d
below.

In many past avionics applic ations , s tan d ard i ial ion of hard ware has not been widely
practiced. Th is situation cannot be totaI!~ criticized , for the state-of-the-art in computer  systems
in the past has not been sufficient ly stable to permit standardization wi thout  significant
performance penalty. In the past few years the state-of-the-art has stabilized to a degree , and
previous experience has provided the historical lessons and insight required to develop meaningful
guidelines for standardization on a family concept.

There are several factors which now suggest standardization on a single family of processors
for a broad range of app licatio n s. Firs t , computer architecture has stabilized sufficiently so that
computer system performance is now more a functioti of specific imp lementation.  Further , the
realization has come and is supported at all levels of Government and industry that the total
LCC of a computer system is often more a function of software and logistic costs tha n it is of
original hardware acquisition cost. Also there is a continuing trend throughout industry toward
st andardization of both hardware and software. This approach permits sharing a common support
software base and common hardware subsystems and modules across family lines. An example is
the Texas Instruments famil y of 16-bit microprocessors (9900 series). Rather than develop
uni que archi tectures for the MOS (TMS 9900) and the ~2 L (SBP 9900) implementation
t e c h n o l o g i e s , the architecture of an existing commercial 16-bit minicomputer (Texas
Instruments 990) was used. The above factors , coupled with the continuing reduction of
hardwa re costs , suggests the use of a family of relatively few machine classes for a broad range
of processing applications.

Current information indicates that the cost of various size microprocessors will not vary
significantly once a given device is mature and widely used. Thus , there is little to be gained in
term s of reduced acquisition cost by mixing different size microprocessors in an avionic
application. By far the dominant consideration is the effect on sustaining cost. A nonhomoge-
neous processing system , using several different types or sizes of microprocessors , will complicate
the logistics problem , thereby increasing overall system LCC. The most cost-effective approach
appears to be a homogeneous system in which a standard size and type microprocessor is
selected which best satisfies overall requirements of the particular application. This standard
choice should then be used throughout the distributed network for the individual partit ioned
tasks or functions within the avionic application.

2. Microprocessor Size

- 

I 

The fo r ego ing  discussion on standardization argues against mix ing  different  size
microprocessors in a typical avionics application. There are several factors to be considered in
selecting the microprocessor size to be used as the standard processing element.

There exists in the typical avionics application sonic tasks where large blocks of data must
be processed , or wh ere speed and high resolution are needed. In su -h processing tasks , an 8-hit
word length or less can be a serious handicap. A 16-bit micr optDc essor can reach ex te rna l
memory locations 2 bytes at a time and the longer length ( 16-h i t )  data words can easily
accommodate 8-, 1 2- , 14- , and 1 6-bit converter resolutions.
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Bus in t e r f ac e  cot is iderat ions also e m i t e r  I m m t o  t he  sclecti oti of m m m m c r o p r o c c s s o r  ‘. i /e .  A t \  p1 ’. il
i m mess a t zc transfer on a M I L — S T I ) — l 5 5 3 . -\ bus c i m m i s i s t s  of c o i m m n i a m i d  word , one or more d i t . ~
words , and a status word. Ih i e data iii f o rm iiat mon c o m i t e m i t  of eac h of t h e s e  worth  t y p e s  is I
Therefore , a s i n m p h i t ’i ca t ion  in d es igm i e o n t p l e x i t ~ wihh  r esu l t  if  t h e  i m i t ’. - r l a . ’.- w i t h  M I L — S 1 1 ) —I 5~ $ -\

prot ocol ms desigt ie d fo r  a 1 6—b it  tutcr op roc e ssor ra t h i e r  than  an 8—hit  or o ther  a l t e r n a t i v e .

The basic perforniance advantage of a 16-hit microprocessor over sm riahl er  mi~ac l m i n es  cart he
demonstrated quan t i t a t ive ly .  Benchmark tests , comparing the 1 6-hit SBP 9900 wi th  the  popular
8-hit 8080, and the 8-bit 6800 microprocessors are summarized in Table 3 Six t c s t s  are shown
with comparisons made in program memory re quirenients . lines of assembler code and e x e c u t i o n
timii es. Results for t h e  separate test programs are sum nn ied tog e thmer , showing t h m a t  the  I 6—h i t
microprocessor saves an average of at least 20 percent on program n m e m n o r y .  w i t h  5~ pe r L e n t
fewer assembler s ta tem ents , amid an average execut ion  t ime at least 42 percen t  las te r .

The need for f loat ing—point  operat ions in some avionic  processing t a s k s  also i t  he ’ .  t ’ .  the
choice of microprocessor size. If ’ f loa t ing—poin t  al gor i th im s are im u p lent e d  in s o f t w a r e ,  a I (m- h i
microprocessor h a s  delinite execut ion  time advantages over at i 8-hit  m a c b lu e. For t \  p i ’ . a !
floating—point operations , the executiom i time tor  an 8—hit  m i ia ch i i mi e  is 2 to 4 t i m n e s  t h at  of a I n - h i t
mach itie. If a h ardware floating—point arith uneti c un i t  is used. t h ere are m io s i g m i l  i ieat : t  d i f f e rences
in th i e Performance of a 1 6—hi t  ver sus  arm 8—hi t  m a c b lu e.

Fi gure 5 shows the re la t ive  costs f o r  a I n -h i t  processing system ver sus an -~- h t t  s\ stem.  l ’or
l.i r ge co r uh i gura t i ons . a l t h o umgh (‘PU costs m iia v he h i gh e r  f o r  [lie I 6—h i t  t h i n  fo r  t Im e -‘.‘ - h t
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u h i e m Jpi’ocesso m . the  o~cr al l  1 6—hi t  sys t e i i l  Costs considerabl y less due to the ef f ic iency with which
it h iam i d le s  l a i g e  amount s  of t m i e imio r v ,  I/ O am i d i n t e r rup t s .

l o u  p t i lpo ses  mf t h i s  s t u d y , the SEW 9900 is selected as a representative 16-hit standard
m i I e r o I l r o I c.~sor f o r  use in f l i t ’  ARP V d i s t r ibu ted  processing networks.  Standard processor ,
I t e i n o r y  a mid I 0 modules h ave heem i designed around the SBP 9900. Processing elements formed

f ’ ’omu these modules can pe r fo r iu i  n ia ny avionic processim ig tasks front sim p le sensor/ actuator
cont ro l le rs  to sophis t icated high — p m ecis i o n . h igh—throughput  applications.  in addition , the
SRI’ 9900 is a n t emi ihe r  of ’ a family of compatible products (for commercial and mil i tary
co ml i pU t em sy s t ctn  applicatiorts) which are supported by a common software system including
I I(J L. co m u p i k r s

3. Bit Slice Processimig Ele miment

I ’ lie use of bipolar hi t  slice processing elements is a possible approach for the ARPV
a t i o l l i C s  pr ocessim ig applicat ion.  Fwo important  advantages of ’ the bit slice technique are:

High th roughput  capaci ty  which can be achieved in a modular building-block fashion ,
a it d

A b i l i ty  to e m u l a t e  a wide var ie ty  of Processor types.

oeessor em u la t ion  may he a par t icular ly  significant feature for government app lications where
stam ~dardizing on a single imu structior i set or microprocessor type may not be feasible.

Although advantages of ’ the hit slice techni que are impor tant , this approach does lead to
itici ’eased LCC. Um ih ike  a m icroprocessor , a bit slice proce ssin g elemen t is only a section of a
central processing U n i t  ( ( ‘P U ) .  For example , a l b -bit microcomputer design requires four 4-bit
sl ices for the (‘PU p l u s  numerous other peripheral  circuits for I/O functions. Because of the
hi gher L(’(’ , t he hi t  s l i ce approach was not considered f ’or use in d i s t r ibu ted  processing networks
in this  s t u d y .

Bi t  sl ic e  processing eleniemits also could he used to form a ~er powerfu l low-cost CPU for
us ’.’ in a centra lized architecture. Although thu s is probably technically feasible , i t is no t
c m , n s i t f e r e t l  to  he a practical  approach because of the many advam -itages offe red by distributed
pro c essing archi tec tures  and the current strong trend toward such architectures in both industry
and government .
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SECTION III

DESCRIPTION OF THREE CANDIDATE SYSTEMS

A. INTRODUCTION

In order to design specific candidate processing systems it  was necessary to first define
representative ARPV mission scenarios and associated processing require m ents. Scenarios were
defined for a str ike , a recce , and an 1~W mission. These scenarios and required mission functions
are summu iari i.e d in Appendix A of this report. A list of the core and mission-dependent
equipiuien t required to support the ARPV missions is shown in Appendix B. For purposes of this
study only generic equipment types were considered. An equipment  sign al lis t also is included in
Appendix B.

Algorith ms required to support the ARPV missions are shown in Appendix (‘. Estimates of
the processing requirements necessary to execute t h ese al gorithms form the basis for the design
of each candidate ARPV processing system.

Functional  diagranis for core and mission-specific avionics are shown in Figure 6 through
Figure 9. These diagrams illustrate the functional relationship between ARPV equipment
(rect angular  blocks ) and algorithms (square blocks) .

The scope of tt’is program was limited to investigating processing system architectures which
util ize a single command/response time-division mul t ip lex  data bus meeting the requirements of
MIL-STD-1553A. The advantages of this stan dardi zed bus approach for avionic applications are
documented in contemporary studies amid are not repeated here. Within this scope , three
di l ’ferent processing systems were designed to meet the functional  requirements shown in
Figure 6 through Figure 9:

Centrali zed Systeni
DP/M System

Hybrid System.

The C e n t r a l i z e d  system consists of a single cem itral computer connected by a
MIL-STD-1 553A data bus to a number of remote terminals.  This type of processing architecture
was included in this study primarily to provide a ref ’erence for performance and LCC
comparisons.

Most of the program e ffort was concentrated on two versions of a distributed processing
approach to the ARPV processing problem. In the distributed processing approach , separate
processing elements are interconnected by a MIL-STD- 1553A data bus. The two distributed
networks considered in this study are both homogeneous processing systems and diffe r only in
the degree of partitioning of the total ARPV processing problem In the DP/M system , the
problem is par t i t ioned by major task while it is part i t ioned by fuimct iona l  area in the Hy brid
system.

Reconfiguration of processing resources for specific missions was a basic design requirement
for each candidate system. In all cases , reconfiguration is facilitated by the use of a standard
data bus and by separating the processing system resources into  core and mission-specific
categories.

‘I 
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Bus loadin g t o r  eac h candida te  s v s t e m m l  was ana lyzed  using a u m m o d i l i e d  c e r s i om i  of f l u e  S~ s t t ’l m i
\ c t w u m r k  Si m u l a t o r  SNS) developed under AFAL (oiitract F336l 5—74— (’-lOI 8. S~\ S re su l t s  , i m e
su m i u m m i a r m i c d  iii  f l i t s  se c t i o mi  of flit ’ R’f ~~) r t  as part  of time descripti on oh each c a m i u f i u l a t e  s\ s t ’ .-u i

.- \ I l d i t i o n a l  de ta i l  on t I m e  SNS wo r k  is im ie l u u he ul  as Append ix  I) .

I. Processing Requirements

Fr t , itu t h e  m im a te r i a l  presented iim A p p e n d i x  A through A p p e n d i x  C the  s p e c i f i c  al gor i t h ms
required t l u r in g  m u i d i v i d u a l  n i issi o tu s eg u ne m i t s  t in he detern uumm eul . Table 4 t l t r o u g hi ‘[a ble 6 sh ow
t h i s i t t  f o r n i a  ion in a t i u ne— l  inc ana lys is  f ’orn ia t for  each mission.

M ei mio r v and th roughput  es t imates  for ind iv i u lu ia l  al gori thms are shown in Table 7, *
I t i d i v i d i m a l  al g o r it hmu n t h rou gh put re thum reuui eml ~ . togeth u er  ~s u t h i  t he  r r c v i o t i s  t’h m a i ’ t s  s howing

.ih gor i t h i m m i  ac t i s  i t~ i i i  each m i m iss io um segment . can he used to deter m ine the to ta l  proce s sing
t h roughp u t r equ im -e in en t for each mnissiou segment as shown in Table 8 throug h Table 10 l’ot-a(
mne m uo r v  r e q u i r e i m i e n t s  are sh mowu t  i t t  Tah le  I

*TIie al g m i r i i l im n e s t i mm i a t es  are i m m te t i ded  to be r epresentat ive requi reu nen ts  es maht i sh i e d  for system desmgn purposes
om mt ~ - Th ese es t imates  shou ld um oi  he imu erpre t ed as f i m u n  specifications fo r  t ime ARPV app li c ation.
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TABLE 6. EW MISSION TIME-LINE ANALYSIS
Mission Segment

Ai~orithm 1 2 3 4 5 6 7 8 9 10 Il 12 13 14 15

INS (st rapdown) X X X X X X X X X X X

Navigation filter X X X X X X X X X X X

GPS X X X X X X X X X

Steering X X X X X X X X X X X

Fllght Control X X X X X X X X X X X

Air Data X X X X X X X X X X X

Radar Altimete r X X x x
Subsystem Service

Mission Control X X X X X X X X X X X

Guidance X X X  X X X  X X X  X X

MLS x x
Status Monitor X X X X X X X X X X X

NBDL Subsystem X X X X X X X X X X X
Service

1FF Subsystem X X
Service

Aircraft Instrumen- X X X X X X X X X X X
tation Subsystem
Service

Bulk Storage X X X  X X X  X X X  X X
Subsystem Service

Bus Control X X X  X X X  X X X  X X

Chaff Dispenser X X X
Subsystem Service

Threat Warning X X X X
Receiver Subsystem
Service

Active Jammer X X X
Control
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F . -~BLE 7 ALGORITHM PRO(’ESSING REQUIREMENTS
Mt’mor~ iI6 ’ Bit Words) Throughput

~Igori t hin Instruction s Data Total IKOPS )

I. OR

I \ ’s i s t t i p h ’ s ~~i i  I 3 .000 500 ~, 50h ) uS

I l i t i  1 .300 2 .300 3.u00 35

4 1 ’s I I .~ 0U 2 100 t 3 u U t )  05

m m m c  720 50 77 1) I 1.5

1 - h u c l u t  i ‘ o m i u t o l  2 750 000 3.350 45

t i m  ) J l , m  Sun 75 u3 5 0

Hj ~i . i t  ,- t l m u n u e m c m  Si i I ’~~ sn- ~i m S c m t m c c  1 51) 30 180 0.5

n t r ot 3 ,300 2 ,000 5,300 15

( , uum. f . i n ~e 2, 200 300 2 ,500 7

\l 1 ~‘ 660 tO O 760 7 .5

St mu ’  \ I o u i u t o u  550 500 1 ,050 3

\ m ;  r os t h um m i d I ) .u i j  I ink
5ur-~ s ~ m c I m m  S e m s i ~~c 550 500 1 .050 3

I l - I S m 0- ~~ t~- m m i  S’ i u i c e  150 50 170 0.5

It ums ( i m O o l  1 ,000 2 ,000 3,000 30

Bu lk Si c cc Suhs\  , i cn )  Seivice 50 20 70 0.5

i _ i t t  I t s  u i i i i e i i m ~m t u o m m Su ibs ~ st t ’m Servi ce 70 30 100 0.5

\lissinm i S~w c if ic

1 c - t - S k }O ( o nu pu m at i on  330 50 380 5

I i~~c i  b - ~~i i i ’. i ( ‘ o m t u p u m _ u i i o m m  330 50 380 5

h ip _ it t  t’ i m i  (~o u u m p u i _ i t u o i i  1 , 760 200 1 .060 7 1

1 1, 1 It Si t I ’~ ~h e m n  ~~ I i~~c 600 tOO 700 3

k i , I i , i i i  Sci s Su b s s s t e n i  Sc i v i e 600 100 700 2

• TI - RC () \I  2,456 2.000 4,450 70

\\‘ m J c u , i i I  ft~t~ Link Suhs~ s t e i n  Se mvice 170 50 220 0.5

Wc ,ip ii i  S ta t ion  Subsystem Service 550 lOG 650 3

lR Line Scanner Subsystem Service 220 50 270

P h m -  ( a m e r a  Subsystem Service 220 50 270

( h a t ’t Dispenser  Subsys tem Service 330 nO 390 1

r i t re j u  Warnmm i g  Receiver Su ibsys t em a Service 400 100 500 1 5

A :t i - i ’ J a m u i m e r  ( m n u r o t  880 200 1 ,080 7
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TABLE I I .  TOTAL ALGORITHM MEMORY REQUIREMENTS

Memory (16-Bit Words )

Mission Core Functions Mission’Dependent Functions Tota l

Strike 39,635 9,440 49,075

Recce 39 ,635 5,2 10 44,845

39,635 1,970 41,605

2. Modular Processing Element

l’he following standard m odules are used to form PEs for both the DP/M and Hybri d
distributed processing systems:

Microprocessor Module (MPM)

Program Mem ory Module (PMM)
Data Memory Module (DMM)
Serial Bus Interface Module (SBIM)
1/0 Interface Module (lOlM)
Voltage Regulator Module (VRM).

The functional organization of modules within a PE is shown in Figure 10. The physical
characteristics of individual modules are shown in Table 12.

TABLE 12. PROCESSING ELEMENT MODULE CHARACTERISTICS

We ight Power Width Length Height
Module (pounds) (watts) (inches) (inches) (inches)

MPM (one PWB) 0,5 4.75 0.58 5.62 4.8

SBIM (Di gita l - -  one PWB) 0.5 5.19 0.58 5.62 4.8

(Analog -- one PWII ) 0.5 5,76 0.58 5.62 4.8

lOlM (one PWB) 0.5 2,3 0.58 5.62 4.8

PMM (one PWB) 0,5 2.5 0.58 5.62 4.8

DMM (one PWB) 0.5 3.3 0.58 5,62 4.8
VRM (one PWB) 1,5 * 0.58 5.62 4.8

Con nector Board 1.32 NA 2.25 19.56 NA

Long Quarter ATR 2.5 NA 2.25 19.56 7.62

PWB Guides 1.6 NA 0.5 0.5 4.8

Mounting Uaud wate ** NA NA NA NA
*50 percent ol total P~: power

~~~I 0  percent of total Pis weighu
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TABLE l3. MPM CHARACTERISTICS (SBP 9900)

I ~ pe Pam allel

\u~lt l ’ .et  ‘ . \st e tu  Binary ,  2’ s complement

I )a t a w’.•i ii len gth I ~ bits including sign

Iti st ru c ti ’ n wot ii length 16 b its

~‘.lcm ,i v Addressab le to 32K
~.II 1M capacity

PROM* 1536 16-bit words
RA M** 1024 16-bit words

Register comp le m ent 16 general registers per program context located in
memory

3 user accessible in terna l reg isters :
16-bit program counter
16-bit stat us register
16-bit workspace pointer

instruction repertoire 69 basic instructions

In s t ruc t ion  execut ion times
Add 3.5 j.ss
Mul t ip l y 13 ps

Input / Outp ut 1 6-bit parallel I/O addressable as memory -

Bit serial I/O with 4096 directl y addressable input
bits and 4096 directly addressable output bits.

I n t e r r u p t s  16 prioritized interrupts

Physical characteristics
Sue 0.58 width X 5.62 length X 4.8 height (inches)
Wei ght 0.5 pound
Power 500 mW

Cost $1 163 in quantities of 5.000

P Si ’. chips 512 X 8 hI t s )

~~l-ivc chips ( I (124 X 4 hi t ’ . )

For pt i rpose s of this s tudy,  the 16-bit 12 L SBP 9900 microprocessor was selec ted for use in
the st atula r d MPM . The characteristics of the MPM are listed in Table 13. For an instruction mix
td 80 perce nt short (3.5 f.Ls) and 20 percent long (13 ~is), the throughput capacity of the MPM is
185 kilo operations per second (KOPS).

In addition to an MPM , a basic PE contains an SBIM , an lOIM , and a VRM. The SBIM
provide s foi- interface to the network data bus in accordance with the requirements of MIL-STD-
I 553A. The lOlM provides for inter face to external ARPV sensors or subsystems. Up to seven
separate sensors or subsystems can he accommodated. The VRM provides for interface to a
central power supply subsystem.

For processing tasks requiring more memory than provided in the basic PE , memory can be
expanded by adding PMMs or DMMs as required. A single PMM provides 4096 words of
nonvolatil e programmable read-only memory (PROM ) . A single DMM provides 4096 words of

( 
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TABLE 14. PE CHARACTERISTICS read/write random-access memory (RAM). In
addition to the four basic modules , a fully

Basic PE Fully Expanded PE expanded PE contains four memo ry modules
Volume (in’) 335 335 (any mix of PMMs and DMMs). The

characteristics of a basic PE and a fully
Weight (pounds) 10 12 expanded PE are summarized in Table 14.
Power (watts) 27 45

Both the DP/M and Hybrid processing
COSt $4,100 $7,3~~ networks interface with the aircraft prime
‘in quantities of 5,000 power source through a power supply

subsystem as shown in Figure 11. The power
supply subsystem consists of two power
supply modules , each providing five separate

power output channels. Each output channel provides the power requirements for up to three
fully expanded PEs (150 watts maximum).. The power supply subsystem includes an auxilia ry
battery pack capable of providing 1.5 kVi~ (30 volts at 50 amperes) for a minimum period of
10 seconds. The battery pack is included in order to sustain PE power during possible transient
periods as required by MIL-STD-704A. All PEs , power supply modules , and the auxiliary batte ry
pack are contained in Long Quarter ATR cases (7.625 inches X 2.25 inches X 19.562 inches).
Battery pack weight is approximately 30 pounds; each power supply module weighs approxi-
mately 20 pounds.

An example of the PE task-assignment procedure used in this study is provided here to
illustrate how memory and throughput loading are determined. Assume that the INS (strapdown ) 
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and Naviga t  ott  F t l t e r  al gor i thms are assigned to one PE . From Table 7 . t h e  algorith m me mnor y
requ i rements  are 4.300 words PROM ( i n s t r u c t i o n )  and 2800 words RAM ( da ta .

I’ .acli P1’. t s contro l led by a Loc al t ab le-dr iven execu t iv e  wi th  appropriate task-dependen t
tab le data. I - or t l i t s  execu t ive , 500 words ot instr uct ion memory are required p lus 80 words of
data t ue ln or y  to, each separate algor ithm to be executed. Fh ere lor e . the  to ta l  P1- memory
r eqt t i re . l  is 4800 stor ds of I’ROM and 2%0 words of RAM. I n order to meet these requ i rement s .
ot~e PMM and one l)MM are required in addi t ion  to the memory av a i l ab l e  on the MPM.
Therel’ore, the I ’o~ - -.. ug module complement i~ requited b r  t h i s  Ph

MPM

SB(M

lOlM

V R M

PMM ( I )

D M M ( l )
Ut i l i za t ion  of available PROM is 85 percent (4800/5632) and ut i l izat ion of RAM is 58 percent
(2960/ 5 1 20) .

Also , from Table 7 , the throughput  require ment for these two algor ithmns is 100 KOPS. The
local executive throughput requireme nt is taken as 10 percent of the total algor ithtn load.
There fore , ut i l izat ion ot available throug h put is 59 percent ( 110/ 185). From Table 12 the weigh t
of this  PE is I I pounds with a powe r requireme nt of 36 watts.

3. Ground Support Equi pment

Th ere are no major differenc es in the ground support equipm ent  requirements  for  the three
processing systems considered in this study. Ground support equipment will he required at three
levels:

Organ izational Level - .
In t e rmed ia te  Level

Depot Level.

At the organizational  or flight li t ie level , each processing system is designed so that self-test
and buil t-u i test (BIT) will detect 99 percent of the probable failures and isolate 94 percent of
t h e  detected failures to the pr oper I i t i e  removable uni t  (LRU ).  Maintenance action at the
organizational  level will be l imited to rep lacing LRUs. Equipment  for programmi ng characteristics
of the specifi c mission also will be required at the organizational level.

At the i t i termediate  level , the design goal is faul t  isolation to the defecti~’e shop replaceable
uni t  ( SRU ) for 90 percent of all malfunct ion s  using automat ic  test equipment  and BIT in the
LRUs. Isolation to the defective SRU and one other should be accomplished for 100 percent of
all malfunctions.

At the depot level, SRUs determined repairable will be tested and defective components
isolated by using au tomat ic  test equipment.  The design goal is isolation to 4 components for

k 
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80 percent of the possible faults , 8 components for 95 percent of possible faults and
10 components for 100 percent of possible faults.

B. CENTRALIZED SYSTEM

The computer for the Centralized system must meet two basic requirements—total  memory
size and peak throughput. From Table 8 through Table 10, a peak throughput requirement of
381.5 KOPS occurs during segment 8 of the strike mission. From Table I 1 , the m aximum
algorithm memory requirement is 49 ,075 words for the st rike m ission.

For purposes of this program , the Texas Instruments MARC IVI 6-bit  computer is selected
for use in the Centralized processing system. The MARC IV is considered to be representative of
several currently available military computers which can satisfy the above processing requirement .
The MARC IV includes a serial bus interface , 64K words of core memory, and a power supply.
Additional detail on the MARC IV is shown in Table 15. For an instruction mix of 80 percent
short (I ~is) and 20 percent long (5 ~is), the throughput capacity of the MARC IV is 555 KOPS.

Block diagrams of the Centralized system are shown in Figure 12 through Figure 14 for the
three mission configurations. The remote terminal interfaces shown in these block diagrams
provide for interface between the network bus and the ARPV subsystems. In terms of
complexity, a remote terminal interface is equivalent to an SBIM (two printed wiring board ) plus
additional control logic. There fore , for purposes of this study, the fol lowing characteristics are
assumed for each remote termina l interface:

Three printed wiring boards

Power—23 watts
Weight— 3 pounds

- 
‘ Volume—94.5 in 3 .

I n c l u d i n g  provisions for a relatively complex multitask executive , the processing
requirements for the Centralized system are 51,200 words of memory plus a peak throughput  of
411 KOPS. Therefore , utilization of available memory is 78 percent and util ization of available
th roughput i- 74 percent. The capacity of the Centralized system can be expanded by adding
another MA~~C IV to the system or by adding remote terminals which contain processing
resources.

The peak bus traffi c for the strike configuration of the Centralized system was determined
using the SNS. Major components of the peak bus traffi c during segment 8 of the strike mission
are :

Total Traffi c 39.65 kbps (ki lobits per second)
- 

I Traffic Utilized for Data 24.80 kbps (62.55 percent)

Traffi c Utilized for Header 13.20 kbps (33.29 percent )
Traffi c Utilized for Gap 1.65 kbps (4.16 percent)

I ,
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TABLE I S. MARC IV CHARAC TERIST ICS

Type Parallel

Number system Binary , 2’s complement

Data word length t6 bits and 32 bits

t~~5tO.LCtt(3tt word Ie igth 16 bits and 32 bits

Memory (Core) Expandable to 64K words
Access line 460 nanoseconds

Reg ister complement 8 16-bit general registe rs
2 16-bit base registers
4 floating point reg isters
User-accessible status words consi sting of four 16-bit

words :
Program counter
Overflow and condit ion code regist er
Interrupt mask

Instructio n repertoire 81 basic instructions

Instructio n execution times
Add 1~~s
Multiply 5 ps

Input/Output 1 16-bit parallel bilateral channel
3 serial channels consisting of two data buses each
1 serial channel for maintenance interface

Interrup ts 24 prioriti zed interrupts

Physical characteris tics
Weigh t 110 pounds
Volume 4110 in 3
Power 500 watts

Cost S80.000 in quantities of 500

c 
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C. DP/M SYSTEM

Ilse p ri m ary guideline in designing the DP/M processing system is partitio n ing the avionic
computational requirements by task. Each major task and /or subsystem (sensor /actuator) of the
aircra ft is assigned its own PE. Int er -Ph communication is achieved via the network bus.

Bloc k diagrams of the 1)P/M system are shown in Figure 15 throug h Figure 17 for the three
m i s s i o n  con ligurat ions. Table 16 provides a summary of DP/M system characteristics.
Characteristics of individual PEs within the DP/ M syste m are shown in Table 17. Task
assign ments and m odule comp lement t’or core and missio n-specific PEs are shown in Table 18
through Table 21 .

Utili z ation of processing resources within the DP/M system is shown below:

Percent Utilization

[)P/M Network PROM Memory RAM Memory Throug hput

Core 72 43 14.7

Strike 58.5 35.7 18.9

Reece 49.4 30.2 10.8

EW 67.5 19.5 1.9

Margin for growth is more than adequate , considering that further PROM or RAM can be added
to existing PEs very easily. For unusual requirements that may arise , the system can be expanded
by adding new PEs.

Peak bus traffi c for segment 8 of the strike mission is summarized below for the DP/M
strike con figuration :

Total traffic 101.25 kbps
Traffic utilized for data 52.20 kbps ( 51 .56  percent)

Traffi c utilized for header 43.60 kbps (43.06 percent)

Traffic utilized for gap 5.45 kbps (5.38 percent)
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TABLE 16. SUMMARY OF DP/M SYSTEM CHARACTERISTICS

System Function

Core Strike Recce EW

Total PROM ava ilabl e 47 , 104 15 ,872 10 ,240 4,608
Tota l PROM used 34,010 9,290 5,060 3,1 10

Total RAM available 28,672 9,216 8,192 3,072
Total RAM used 12 ,335 3,290 2 ,470 600

Total KOPS available 2 ,220 925 740 555
Total KOPS used 325.85 175.45 79.75 10.5

Total volume (in 3 ) 4,200 1,675 1 ,340 1,005

Total power (watts) 367 148 117 81

Total weight (noumids) 124.5 51 . 5 41 30

Number of PEs 12 5 4 3

Cost ($ K) 52.6 
- 
21.9 17.5 13.2

44

~~ ~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -A  
- 

- — . . -. -;.
~~ 

.
-.
- -- 

-- --5- -- ——-5— —



1

~~~~ 

VI Il IPI I

‘V 000~~~ r i 0— 0 0 0 0 0  0 0 0 0—  0 0 — 0  000

~ r~~~~N 50 — Oo r~- mN r - N N — ’~ N N ’~~t -  t— r-- r--
r’i r~i r-i m~~~r-~m - i m r -~ l~~’~~~~ -ic~~r.1 r-i r-~~--4

Il l I/I VI VI I/I
mVII# l  00 111 Ill ‘.0 r r ~~~V I (  ~~~~~ -~~

( i ~~~ 
0 0 0 0— 0 0. 0  m r ’l o —r -- - ‘ ON —  N — —

m r— — ‘Fl ri ri o~ r— r—-

V
00ç~ ~~ , IC VI VI VI VI VI VI VI VI 411 VI VI VI VI VI VI 111 411 VI VI VI VI VI VI VI
~~ 

00 00 00 00 00 00 0 0 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0  0000 00 

0 0 0 0 0 0 0 0 0 0 0 V I  0 0 00 0  0 00 0  0 0 0
00 — — 0  00 00 \O 00 — — .OVI 00 00 f’l c-i CO m 00 m 00 00 ~~V I — — — — —~~~’’C - V I— ’ . 0— — N 0  — — q —  r-~--—

c-i c-i ri ci c-I ci
L&I

CM V

CM ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~ -i- i- o~~- ~~~-i-’~ -
c l r—ir-i r-ic-i e-i ci r-i r-l riri r-I cI r-i r- r-i c-Ic-i c-i c-, c-ic-i c-i

~ 0 0 0 —  o — o o o — o  0 0 0 0 —’  0 C — O  0 00
VI ~~~~~ VI

F

0 0 00 00 0 000 00  0 0 0 00  0 0 00  000
~~ VI c-. VI VI 0 ‘0 0 Ill c-I VI VI ‘.0 VI 0 N c-I VI c-i N VI c—I 00 0 r’1

C V I- .O00~~~~~~ r-I ’~- ’.0~~~~0 ~~~~. IdI 0~ N’.0~~~ N rn~~~ CO

I— — — r-I —~~~ m m  ~~~— —— mci  c-I —

~~~~ ~~~~~~0~ 0~~~ ’ .0r—I c c- i ’ .0r—l ’.0 ‘.0 ’0 ’.O r-i r-i ‘0 ’.O r-i -.0 ‘.0’.0 -.0 -~~~o..! m m m m r - I l mmmmr’l m rnmmc- l r’ 1  m m r i c i  l4-’~i r’-i

~~~ 
V I V I~~~~~~~~~~~~~~~~~~ 0 V I’ VI Il ’IIII tfl ’.O ’.O VII11’.O VI V I V I V I

— m — V I V I V I --VI .-. - -.. V I V I  . V I
—

• iii

H —  ~. dfi
a

- 

~~~~~~~~~~~~~~~~~~~~~ ~~ A J



TABLE IS. TASK ASSIGNMENT FOR DP/M CORE AVIONICS
Modules Per PE

Processing Element Task s Assigned SBIM lOIM MPM PMM DMM VRM

Coinmunicatioti s Narrowband Data Link 1 I 1 0 0
Subsystem Service

Instr umentation A i r crat t  t u st i  un leml ta t ion 1 0 0

Altimeter Radar Al t imeter Subsystem I 1 1 0 0
Service

Bus Control Bus Control , Bulk Storage I I I 0 1 1
Subsystem Service

GPS GPS I I 1 3 1 I

MIS Microwave Landing System 1 1 1 0 0 1

INS INS , Navigation Filter I 1 1 I

Fligh t Control Fli ght Control I 1 1 1 0 1

Guidance Guidance , Steering 1 1 1 1 0 1

1FF 1FF Subsystem Service 1 1 1 0 0 1

Mission (‘ontro l Mission Control , Stat us Monitor 1 0 1 1 1 1

Air Data Air Data 1 1 1 0 0

TABLE 19. TASK ASSIGNMENT FOR DP/M STRIKE AVIONICS

Modules Per PE
Processing Element Tasks Assigned SBIM IOIM MPM PMM DMM VRM

Weapon Statio n Weapon Station Subsystem 1 1 1 0 0 1
Service

Weapon Delivery Line-of-Sigh t Computation . I I 1 1 0
Radiation Sensor Subsystem
Service , Target Position
Computation , Impact Point
Computation

TERCOM TERCOM 1 1 1 1 1 1

- 
- 

, FLIR FLIR Subsystem Service 1 1 1 0 0 1

Wideband Data Link Wideband Data Link Subsystem 1 1 1 0 0
Service
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TABLE 20. TASK ASSIGNMENT FOR DPIM RECCE AVIONICS
Modules Per PE

Processing Element Tasks Assigned SBIM IOIM MPM PMM DMM VRM

IR Scanner IR Line Scanner Subsystem I I 1 0 0 1
Service

WBDL Wideband Data Link Subsystem I 1 1 0 0 1

TERCOM TERCOM 1 1 1 1 I 1

Camera Photo Camera Subsystem I I 1 0 0 1
Service

TABLE 21. TASK ASSIGNMENT FOR DP/M EW AVIONICS
Modules Per PE

Processing Element Tasks Assigned SBIM IOIM MPM PMM DMM VIt M

Jam mer Active Jammer Control I 1 1 0 0 1

Threat Warning Threat Warning Receiver 1 1 1 0 0 I
Subsystem Service

Chaff Dispense r Chaff Dispenser Subsystem I 1 1 0 0
Service
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D. H YBRID SYSTEM

In the  Hybr id system , the total ARPV processing proble m is partitioned by major
tunet ioi ia l  area. ARPV subsystems and processing tasks which are functionally related are
grouped togethe r am id assigned to individual  PEs.

Block diagrams ot the Hybrid system are shown in Figure 18 through Figure 20 (‘or the
t h ree mi ssion conf igur at to i t s .  A summary of the Hybrid system characteristics is shown in
Fab le 2 2 .  ( ‘ha t -act e i i ’~t ics of ind iv idua l  PEs wi thin the Hy brid system are shown in Table 23. Task

.,~~~I~~i t m 1 I en t ’ ~ and i imo dule  conipkt nen t  for core and inission-specitic PEs are shown in Tables 24
t l i ro t i ~ h i 2

t i l i i j t i o t i  ol proc essing resources wi th in  the Hybrid syste m is shown below:

Percent tltiliiation

Hybrid Network PROM Memory RAM Memory Throug hput
(‘ole 81.8 54.7 29.3

Strike 58.5 35.7 18.9

Recce 52 . 4 34.5 14.4

EW 36.4 29.3 2.9

I h i t s  t . ,hle indicates  tha t  the Hybrid system resources are uti l ized slightly more efficiently than in
• the  l)P M case descrthed previously. As in the DPIM system , there is ample margin for growth in

th e  Hybr id  system. Also PROM or RAM can be added to existing PEs and the system can be
e~ punded by adding new PEs.

Peak }~~I is t raff i c for segment 8 of the strike mission is summarized below for the Hybri d
strike ~on figuration

Total t raff i c 93.90 kbps
Traffic util ized l’or data 49.80 kbps (53.03 percent )

Traff i c util ized for header 39.20 kbps (4 1.75 percent)
Traff ic  u t i l i z ed  for gap 4.90 kbps (5.22 percent)
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TABL E 22. SUMMARY OF H YR R II ) SYSTEM CHAR ACTER I STICS

Syste m Function

Core Stri ke Recce EW

Total PROM available 37 ,888 15 .872 8,704 7 , 168
Total PROM used 3 1 ,010 9,290 4,560 2 ,610

Total RAM available 22 ,528 9,216 7 .168 2,048
Total RAM used 12 .325 3,290 2 ,470 600

Total KOP S available 1 , 110 92 5 555 370
Total KOPS used 324.8 175. 45 79. 75 1 0.6

Total volume (in 3 ) 2 .U iO 1 ,675 1 ,005 670

Total pow er (watts ) 2 1 1  148 90 58

Total weight (pounds) 65.5 5I . 5 31 20.5

Number of PEs 6 5 3 2

Cost (5K) 34.8 29.0 17 .4 11. 6
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TABLE 24. TASK ASSIGNMENT FOR HYBRID CORE AVIONICS
Modules Per PE

Processing Element Tasks Assigned SBIM IOtM MPM PMM DMM VRM

INS Strap down Inertial Navi gation , I I I I I
Nav i g a t i l l i l  Filter

GPS Global Positioning Navigation 1 1 1 3 I
Up date

F light Control Stabilization and Command 1 1 I I 0
Con trol , Engine Control

B u s  Contro l Serial Data Bus Control I I I 0 I
(MIL .STD .1553A) Bulk Storage
Subsystem Service

Mission Control Mission Control. Status I 1 1 2 1
Monitor , Air Data , Aircraft
Instrumentation, Radar -

Alti meter , Mic r owave Landi ng
System . Guida nce. Steering

(om inu n i cations Narrowband Data Link 1 1 1 0 0
Subsystem Service , 1FF
Subsystem Service

TABLE 25. TASK ASStGNMENT FOR HYBRID STRIKE AVIONICS
Modules Per PE

Processing Element Tasks Assigned SBIM IOIM MPM PMM 0MM VRM

Weapon Station Weapon Station Subsystem I I I 0 0
Service

Weapon De l ivery Line-of-Sight Computation , I I 1 1 0
Radiation Sensor Subsystem
Service , Targe t Position
Computation , Impact Point

• - Com putation

TERCOM TERCOM I I 1 1 1

FLIR FL I R Subsystem Service 1 1 1 0 0

Wideband Data Link Wideband Data Link Subsystem 1 1 1 0 0
Service
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TABLE 26. TASK ASSIGNMENT FOR HYBRID RECCE AVIONICS
Modules Per PE

Processing Element Tasks Assigned SBIM IO [M MPM PMM 9MM VRM

Imagery Photo Camera Subsystem 1 1 1 0 0
Servic e. Infrared Line Scanner
Subsystem Service

Wideband Data Link Wideband Data Link Subsystem I 1 1 0 0
Service

TERCOM TERCOM I 1 1 1 1

TABLE 27. TASK ASSIGNMENT FOR HYBRID EW AVIONICS
Modules Per PE

Processing Element Tasks Assigned SBIM IOIM MPM PMM DMM VRM

ECM Threat Warning Subsystem 1 1 I 1 0
Service , Active Jammer Control

Chaff Dispenser Chaff Dispense r Subsystem I I I 0 0
Service
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E. RELIABILITY ANALYSIS

A detailed reliability study was performed to aid in determining the optimum digital avionic
system for the multimission ARPV application. Results of the study indicate that the Hybrid
system is the most attractive both from a hardware reliability standpoint (in particular for safety
of fli ght) and also from the increased reliability due to the low-complexity software used in this
type of architecture. Because the structuredness and low-complexity software at t r ibutes  of the
Hybrid system make it easy to understand , maintain and alter , the overall relkab ili ty of this
system should be primarily a function of the hardware. The primary result of the reliability
study is the prediction of a minimum hardware reliability of 607 hours MTBF for any mission
configuration of the Hybrid system. The corresponding operational reliabili ty based on a I -hour
mission is 0.998. The following paragraphs describe the methods and assumptions used in n iak ing
the h ardware reliability predictions and the results of these predictions. In addition , a description
of some of the soft ware reliability considerations is given.

I. Hardware Reliabili ty

Results of the hardware reliability predictions are shown in Table 28 for the three di f t e rent
processing systems (DP/M , Hybrid and Centralized) considered. As shown in Table 28 , both total
serial and mission-success predictions were performed for all three mission configurations (Strike ,
Recce and EW) of each system. Aircraft safety of flight predictions also were performed for each
of the core systems. The total serial or total system predictions are indicative of the reliability of
the various system configurations assuming any failure is critical , e.g., from a maintenance
standpoint. For the mission-critical or mission-success predictions , only those parts and
assemblies were conside red which cou ld cau se a given mission to be unsuccessfu l if they failed.
Likewise , for the flight-critical or aircraft safety-of-flight predictions only those assemblies

- I affecting fligh t safety were considered. A detailed prediction chart for each case shown in
Table 28 is included in Appendix E. For illustrative purposes , Figures 2 1 through 23 are i n cluded
here to show block diagrams of the most complex mission configurations (strike mission) for the
three differen t systems considered.

TABLE 28. MTBF SUMMARY FOR ARPV AVIONICS PROCESSING SYSTEMS
MTBF (hours )

DP/M H ybrid Centralized
Reliability Model 45°C 80°C 45°C 80°C 45°C 80°C

Strike Mission (Total Serial) 729 464 962 607 1,00 1 718

Strike Mission (Success) 928 588 1 ,084 682 1 , 104 797

Recce Mission (Total Serial ) 775 493 1 , 110 699 1 , 104 797

Recce Mission (Success) 1 ,019 646 1 , 110 699 1 , 164 843

EW Mission (Total Serial) 842 538 1 ,221 770 1 , 104 797

EW Mission (Success) 1 ,129 717 1,353 854 1,230 894

Aircraft Safety of Flight 1 ,586 1,018 1 ,874 1 ,192 1 ,485 1 .096
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Failure iates used in making the reliabili ty predictions were obtained from MIL-HDBK -2 1 7B
and texas Instruments data using airborne uninhabited environmental K factors and part ambient
tempe ra tures of 45 ° and 80°C. Maximum use of JANTX and established reliability parts and
mature microel ectronic devices (purchased to MIL-M-385 10 specifications) was also assumed. All
pr edictioi i~ were tit st performed at 80°C (70 °C ambient + 10 °C assumed heat rise ) to determine
the reliability 01 the various systems under worst case conditions. Then the predictions were
performed at 45°C (35 ° ambient + 10 °C assumed heat rise) to illustrate the effect of operating
the syste m at a reduced temperature by means of cooling air.

l’he reliability predictions of Table 28 indicate that the MTBFs at 80°C are hi gher in most
cases for the Centralized system. The MTBFs of the Hybrid system are approximatel y 100 hours
less in all cases except aircraft safety of flight. In this latter case , the MTBF of the Hybrid
system is considerably hig her due to natural partitioning of system operations along functional
lines. That is . much of the circuitry affecting aircraft safety of flight is in depe ndent for the
Hybrid system. In every case except aircraft safety of flight , the MTBF of the DP/M system is
lowe r than that of the Hybrid and Centralized systems , primarily due to the increased parts
count resulting from comp lete partitioning along task lines.

As shown by the data in Table 28, reducing the temperature from 80° to 45°C significantly
improves the MTBF of all configurations considered. I t is especially inte resti ng to n ote that this
reduc tion in temperature allows the MTBF of the Hybrid system to almost equal that of the
Cent ralized system in some cases and to ex ceed it in others. At this point , it is important to
remember that the DP/M and Hyb rid systems utili ze high complexity microelectronic devices
(i.e., ROMS, microprocesso rs, etc.) which allow considerable reduction in total parts count. The
Centralized system primarily utilizes relatively low complexity devices. At the present time (refe r
to M IL-HDBK-2 1711) the failure rates of the high complexity integrated circuits are much larger
at a given temperature than low complexity devices. In addition the failure rates of the high
complexity devices vary more rapidly for a given change in temperature . The following example
using MIL -HDBK -2t 7B is given to illustrate this situation. The failure rate equation for the
example is:

Ap ~~~~L 
lrQ (C 1 lr1~i + C 2 ~ E )

where
= device failure rate in F/b 6

= device learning factor determined from table 2 1.5 -1
of MIL-HDBK-2 17B

1r0 = quality factor determined from table 2. 1.5-1 of
MIL-HDBK-2 I 7B

= temperature acceleration factor determined from
MIL-HDBK-2 1 78

= application environment multiplier determined fro m
table 2. 1.5 -3 of MIL-HDBK-2 17B

C1 . C2 = circuit complexity factors determined from table
2. 1.5-5 of MIL-HDBK-2 l7B for low complexity
digital devices and from table 2. 1.5-8 of MIL-HDBK-
217 11 for memory devices.

I
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Device Type Assumptions Calculations

4096.bit ROM Part Ambient Temperature = 80°C X~, = (l.0X2) ((0.l7X3.6)+(0.07X6) I

T~ = 110°C 2.064

4096-bit ROM Part Ambient Temperature 45°C = (I .0X2) [(O. 17X1.0)+(0.07X6)J

= 75°C = 1.18

Typical TTL Device Part Ambient Temperature = 80°C (l.0)(2)[(0.Oo6lXl.8)+(00089X6)]

(10-gate comp lexity) I) = 90°C
= 0.129

Typ ical TTL Device Part Ambient Temperature 45°C = (L0X2) [0.006lX0.44)+(0.0089X6)j

(10.gate comple xity) T~ 55°C

= 0 . 1 1 2

For the 4096-bit ROM , the ratio of the failure rate of 80°C to that at 45°C is 1.75 (
2.064/I .1 8) while the corresponding ratio for the typical TTL device of 10-gate complexity is
1.1 5 ( 0 .129/0.112 ). This illustrates that the relati ve change in failure rate resulting from
temper ature change s is much greater for the higher complexity devices than for the lower
complexity devices. Observation of the above calculations indicates that the failure rate of the
higher complexity devices is not only greatly influenced by the increased complexity but also
greatly affected by the higher junction temperatures resulting from higher levels of power
dissipation. It should be noted that the re latively high failure rate of the high-complexity devices

- I 
- is often offset by the composite failure rate of the large number of low-complexity devices

which they replace. That is , use of low-complexity devices to perform the same function as that
of a microprocessor or other high-complexity device would not only greatly increase the overall
parts count , cost , and packaging space but would also increase the overall failure rate since the
failure rate of the higher complexity devices is generally less than the combined failure rate of
the lower complexity devices required to perform the same tunction.

Considering the tradeoff factors of reliabili t y,  cost , ease of testing and overall f lexib i l i ty ,  the
Hybrid system appears to be the most attractive. From a pure reliability standpoint , the MTBF

• of the Hybrid system is very close to that of the Centralized system for some cases and actually
higher for other cases. The aircraft safety-of-flig ht MTBF for the Hybrid system greatly exceeds
that of the Centralized system because the circuitry associated with aircraft safety of flight for
the Hy brid system is independent of most of the other circuitry. This circuitry independence
does not exist for the Centralized system. Because of the relatively high MTBFs that are
achievable for the Hybrid system , redundancy was not considered necessary at this time. The
lowest predicted MTI3 F for the Hybrid system was 607 hours for the strike mission under worst
case conditions. Although no redundan cy was considered at this time , implementation of
redundancy for the Hybrid system is much easier and more cost effective than for the
Centralized case. In the case of the DP/M system , the added flexibility resulting from complete
partitioning along task lines does not appear to be sufficient to offset its higher cost and lower
reliability resulting from the use of a much large r number of modules.
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TABLE 29. SOFTWARE REL IABILITY SOURCES

Title Author Source

Softw are Reliab ili ty: Martin L. Shooman Proceedings 975 Annual Reliability and
Mea su rement Models Maintainabil i ty Sym posiu m

Embedded Computer System Li. Ccl. John H. Manley. USAF Defense Management J ournal , Vol. II , No . 4 ,
Software Reliability October. 1975

Testing Strategies for Joh n R . Brown Prepared for the Joint Logistics (‘ominander ’s
Software Reliability Advanced Defense Systems Electronics Systems Reliability Workshop
Assessm ent TRW Systems May , 1975

Redondo Beach , California

Special Report fur the Peter Wegner Prepared for the Joint Logistics Commander ’s
SRWG on the International Brown University Electronics Systems Reliability Workshop
Conference on Reliable Providence , Rhode Island June , 1975
Software

Software Reliability - - How James A. Ronback Mkroelectronics and Reliability , Vol. 14 .
It Affects System Reliability CAE Electronics Ltd. pages 12 1-140 .

Montrea l

2. Software Reliability

As part of the reliability study, many articles on software reliability were reviewed. A list of
these articles and their authors is included in Table 29. Software reliability is defined as the
probability that the software will satisfy the stated operational requirements for a specified time
‘nterva l or a unit application in the operational environment. It has been stated that the
complexity of investi gating software reliability problems undoubtedly has discourage d academic
research , as witnessed by the lack of literature on the subject , since clear-cut conclusions are
nearl y impossible to derive from field experimentation on deployable systems. Some of the
primary causes of computer software failures are ( I )  design and coding erro rs and (2) externally
caused failures such as computer hardware failures , interactions with other system components .
incorrect human inputs and environmental changes. in addition , soni c of the software
characteristics which make reliability determinations difficult are :

Software interfaces are conceptual rather than physical (there is no easy-to-visualize
three-prong plug and its mate )

There are many more distinct paths to check in software than in hardware
There are many more distinct entities to check (any item in a large file may be a

source of error)
Software errors generall y come with no advance warning, provide no period of graceful

— degradation , and , more often , provide no announcement of their occurrence.

Many system failures are created due to complexity alone. As in the case of hardware , the
structure of software may evolve into a system which is diff i cult  to understand , hard to maintain
and hazardous to alter because many parts of the system are so tig htly coupled to each other. As
indicated previously in this report , studies prior to this ARP V study have shown that the dig i t al
data processing associated with the avionics tasks can be easily partitioned into a number of
simpler tasks. This fact tends to simplify soft ware for the case of a distributed network.  Also.
the executive software can be table driven , which makes it f lexible and provides t’or separation of
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svstemii logic and :i1~1’lic.tti on so f tw a re  m t i o t l u l e s . 1 l ie s t r t m c t i i r e t l m s e s s  and lower m i i i p i . s i i ~

a t t r i b u t e s  i s t  t i m e  l ) l ’ /Nl  an t I  ll~-b r i t l  sv~ t e i i s s  n m a k e  t h e m  c o . i cr lo i i m m d e r s t : m n m l .  m a i n t a i n  a l t e r .
I h m u s .  t h m c ~ can be imupl e mem i ted  l . o t cr . bm.’ ch ecked m i t  n io te  t l i ( ) r O t I L ’ h i l \  - a i t i l  ~~t~~ \ ~le

m e l i a h i l i t ~ - ftc n ia to r  co i s t r i bu t i o t i  t h a t  is made toward  s v s t e n m  r e l i a b m l i t s  is t i te  t e s t a l s i l i t v  of
w e l l - s t r u c t u r e d  so I t  ss are de sign wI t cli can lie achieved in a dist ri m i  ted processing sy st e m

l im e te sts required for each software nodule are eas iei to design and th us  can he mad e moo r e
th orough , lime thoroug h ness ol t im e testing pe i lo r mned  can he mon i to r ed  and accepted w i t h  more
con f idence.  Wi th  uns t ructured so i t wa ic  sv st en is . deter m in ing  the con iplet ene ss of the tes t ing th a t
is done is d i f f i cu l t  and this is what has condit ioned people to expect a large n u m b e r  ol hugs in
soitw are .  Use 01 l ie i rarchica l l y  modula r  sy s tem s o f t w a r e  is a necessit y fo r  the  d I S L  ovcr ~ o t t Ics! ~!i5
e r rors  ea r ly  in the  design cycl e  -and for p reven t ion  of many error ty  j~es al t o g e t h i e i  - A l ’.

lme i ra r c h i i ca l  m o d u l a r i t y  p ro i t l o t es h ig h l y  lo cali .ed error /c h ange ft~~’. so tha t  s o tm\s , m r e  n o dules
cam s he mo d i f i e d  w i t h o u t  i n t r o d u c i n g  error s or af fe c t ing  other  nodule s .

Another  factor infl uencin g software re l i ab i l i t y  is the type  of p rogramming  language selected.
Use ut  higher order languages results in programmin g Il exihi l i t s- . operational re l iab i l i ty .
ma i n ta inab i l i t y ,  and lower develop men t  risk associated wi th  sof tw are hando ver to new

p rogra mmer s . reduced t ra in in g  prob lems . software comm onal i t y . etc. Ilowes er. all  ti me I i~ b r ’
which a tiect the t radeoff  of I lOL s-er slis AL t i tL i s t  be considered since there  is no u n i v c i s a l i ~ l~rm ii
answer  to t ins t rade as v et .

The s o f t w a r e  re l iab i l i ty  features along wi th  the h ardware r e l i a b i l i t y  ach ievab le  mn: i k c  the
U vbr id  system high ly  a t t r a c t i v e  f ron t  a re l i a b i l i t y  s t andpo in t .

F. MAINTAINABILITY ANALYS IS

In preparing data  lor inpu t  to the LCC an al~ SN.  several • is su m np t iom i s -and ~o ns id ~ r a t i o i i s  h a d
to be made i n the absence of lirni da ta .  Those con siderat ions pert aim s in g to t ime operat ion and
m a intenance  of the sy ste m are discussed in th is  subsection.

I .  Assumptions

Ihe  entire comp lement  of aircraf t  was considered to he equa l ly  d i s t r i b u t e d  bet ss- eem l t h ree
locations. The equipment  was to remain essent ia l ly  in storage th roughout  t ime ent ire  1 0 -y ear

° 

- 
ant icipated l i f e t ime .  Each of the locations was considered to f l ~ eac h equipme nt for  I I mour  ~- i ~ hi

• year or approximately  four  fl i ghts per week average. This effort  was in tended  to m a i n t a i n  shi l l s
as well •is keep a check on the statu s of the equipment .

- 
- Test eq iii pm u e mit  assu mt ’ t ions i nd tided p rogra mu miii is g -~t e s t i n g  eq u I p o e  mit at each organ i / a t  i on a!

— level , tes t ing e quipm rm em i t  f o r  i n t e rm ed ia te  m is aim it em i anee at each hoc a t i om i  plus om se it some cen t r a l
l o ea t i om m for  preparim ig. evaluat ion ,  and re t i n em il ent  of t e s t ing  procedures amid progra m s and om ie
cem i tr a l  depot test set. This re quired three sets of organizat ional  level eq u mpm e m i t .  four set s ot

i m i te  rui ed i a te level et~u i pmiie m i t .  and one set of depot eq u i p t u e  mi t -

The operational maintenanc e concept used in the  s tudy assumed the  a i rcraf t  would be
removed front storage amid moved to a flig h t preparation area. The aircraf t  would he fueled.
st i)r es loaded , a bui l t —u i test ( RI] ) pe rlor m ed on the electronics ,  the i m u i s s i i s m i - s p e c i f m c
requ i rements  programmed in .  and t h e  a i r c r a f t  rem m io v e d to the h aum i ch area Af t e r  r c c o s e u \  - t h e
a i rc r a f t  woti ld be down—loaded ,  a RI ]  per torm u ed.  and t l te  a i r c r a f t  prepared lo t  s to ra g e  tsr
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reco nfi gured for the n e s t  mO iSSi o m i .  Al any t ime a mal func t ion  is detected during bui l t—in testing
or p rogra ii i iu ing , th e defective uni t  w i ll he isolated using the buil t- in test or the test equipment
associated with the programming equipment .  Time defective uni t  would be removed and replaced
by a un it  t’rom stock. The detective um iit would be tested in the intermediate shop, the defective
nodule  isolat ed , removed, amid replaced , and the u n i t  tested amid returned to supply. The

det~ct ive iim od u le would b~ returi ied to depot for testing, faul t  isolation , and repair based on a
code supp lied b y a detail ed repair level study perform ed on each module. This detailed
le v el-oh- repair study would he a part of the overall system design program.

The total oper ating time per sortie on t Im e equipment including the flying time , self-test
t ime ,  and programming time was assumed to be approximately 1.5 hours. (This comprises 1 hour
fly i ng. S mi n u tes  total sell—test b eh ’ore and after fl i gh t , and 25 m inutes progra mming t ime. )

The M 1’BMA was determine d by a “K” factor applied to the MTBF. The “K” factor is
deter mined by t i -ic knowledge that the system will not reach its mature ’ failure rate by the design
fre eze poim i t in a production program. Field history as well as calculations show that the
appropriate factor will he appi -oxin iately 0.2 with approximately 25 percent of these
maintenance actions resulting in no repair action requiring intermediate-level maintenance. The
“K” factors used, then , are MTBMA = 0.2 MTBF and the maintenance actions requiring
I n te r mediate mainte nance acti v i t y = 0.25 MTBF.

For pu rposes of this p rogra m , the quant i ty  of maintenance actions allowing a throwaway
concept at the intermediate level must be minimized due to the scope of a study required to
analyze each module imidividually after design . This throwaway decision is dependent on the cost
oh the pri n ted wiri n g boards. Preliminary review of the PWB desi gn and cost data indicates that
approximately 20 to 30 perce nt of the PWBs may be discarded rather than repaired. These
numbers were used in the LCC calculations.

l im e number of people associated with maintenance was calculated based on the assumption
of one nman trained at depot for module repair and eight per site , comprising one supervisor ,
three organizational aiid four interniediate people. Less than 100 percent uti l ization of personnel
on t h is eqU ip r neiit was determined , hut  t h e  loading was designed for the ARPV system to
becom e fully operational on a 24-hour basis in order to fly combat missions, For dail y
ope ration. three people would be expected to perform other duties as a three-shift operation is
u nli kely.

• These assumptions were made to simu late t h e  most likel y activity to be experienced by the
eq uipn lc m it s .  Except where di l ’ferences in the candidate systems caused a difference in the
ass umpt i ons ,  identical  values were used in each of the three systems analyzed.

- 
- 

2. Anal ysis Results

Mean-time-to -repair predictions were made on each system at all maintenance levels. The
oi-ga r~iz at i ona l  level prediction assum es a second man during the 0.1-hour period of physically
removing and replacing the centra l computer on the Centralized system. The second man is not
required for the DP/M or Hybrid systems nor for the intermediate and depot levels,
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Centralized Hybrid DP/M
Level (man-hours) (man-hours) (man-hours)

OrganizatIonal 0.5 0.25 0.25

Intermediate 1.0 0.5 0.5

Depot 0.8 0.8 0.8

The significant difference in the organizational level prediction is the weight of the units.
Fault isolation will be essentially the same , as will the programming and testin g. The numerous
small units of the distributed networks make those systems much easier to repair.

The significant difference in the intermediate level prediction is the ease of testing, fault
isolation , and location of the defective modules. Again , the smaller units have advantages over
the centralized computer due to similarity of the units.

The depot level maintenance predic tion was taken fro m recent demonstrations of similar
complexity. No significant difference between the systems was anticipated at this level , so the
repair times are identical.
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SECTION IV
COST-OF-OWNERSHIP ANALYSIS

A. DEF INITION OF OPERATIONAL /MAINTENANCE CONSIDERATIONS

I .  General

The life-cyc le cost model for the ARPV processing system is hut  one of the elements in the
overall LCC analysis  flow as shown in Figure 24. Very essential dr iving elements precede or
accolrtpziiiy t ime  cost model. These principal  drivers are doctrines , ARPV system m’ haract e r i stmc s ,
amid standard USAF cost factors.

As scent in Figure 24 , the procurement aspects of the ARPV will dictate  the t iun iber  of
ARPV vehicles which wi ll eventually he available. The operational im f ’e-cycle scenario is postulated
h’rom the number  of ARPV vehicles purchased and the mission requirements:  i.e..  the total
number of opera ting hours for the ARPV is thi e result of mul t i p ly ing  the number  of ARPVs by
the number  of average flyin g hours per ARPV mission. When the number of operating hours is
combined with - i  the overall ARPV system characteristics , maintenance and support concepts are
determined . These factors are then introduced into the ARPV processing system LCC model.

Standard USAF cost factors , which are available in the areas of labor rates , support
personnel turnover  rates , packaging, handl ing  amid t ransportat iomi rates , etc. ,  also are used in the
ARPV LCC model. These standard rates are combined with best available est imates of field
MTBFs. average repair t imes per main tenance  action , hardware/software support equipment  costs ,
etc.. as require d model inp u ts.

The output  of this model is the estimate of LCC for a given processing system. Iterat ions
and sensit ivity analyses are then performed to determine the accuracy or l imi ta t ions  of t h is
estimate. The selected LCC model yields an accumulated dollar value for the operational period

2. Operational Considerations

The life -cycle scenario and operat ional  concept data f ’or the ARPV whic h was livpothies iz ed
for this s tudy is summarized as follows:

Nine squadrons of 50 air craft each (wi t h  s t rengt h of 450 aircraf t  at etid of 1 0-year
period )

5 ,000 flying hours in a 1 0-year , peacetime , t ra in im i g  1)eriOd (5 .000 one-hour f l ights )

Two percent at tr i t ion in peacetime training ( 100 aircraft )

Original acquisition of 550 aircraft  with 450 left for the 30-day combat at the c u d  of
10 years

5 ,000 f ly ing  h ours of combat operation in the 30-day cot shl ict (w i t h  most of ’ th ie
conflict in the tim - st 10 days )

Peacetime deployment is three squadrons at three bases . (Wart ime deployment  is nine
squadrons in three clusters of three squadron bases)

ARPVs will  operate front austere , dispersed bases which are located 10- to 30-miles
fr om manned aircra ft bases which will provide the peacetime logistical support .

Details of the ARPV mission scenarios are covered in Ap pet’ mdix A of this report.
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The basic parameters for the processing system LCC analysis which are derived from the
life-cycle scenario are:

550 ARPV vehicles (procured at the rates of 55/year for 10 years or 275/year for
2 years)

1.5 operating hours per year per ARPV (based on I f lying hour per year per aircraft
and out a 1.5:1 operating to flying hour rate

10-year peacetime period followed by a 30-day conflict in the 11th year.

These and other operational factors were used in the LCC analysis which is discussed in
subsection IV.B.

3. Maintenance Considerations

Maintenance considerations were driven by the following factors :

Desire to maintain operational readiness during the entire peacetime period

Detailed rel ability predictions of the various processor architectures

Prevailing USAF maintenance doctrines and policies.

These fac tors co~nbine to yield a three-level maintenance philosophy (organizational or fligh t
line , intermediate , and depot levels) using the USAF doctrine of no preventive maintenance.
Additional details on reliability and maintainability analyses for the ARPV processing systems
may be found in Section Ill of this report.

B. ANALYSIS OF LIFE-CYCLE COST

1. Background

In order to select the most appropriate LCC model for this study, a number of currently
available LCC models were reviewed. In the selection process , LCC models from all the military
services we re considered including a number of versions of the basic AFLC model , the GPS
model , and the ARPV-AFLC model. In addition, a model developed by Texas Instruments was
considered. This model incorporates a large number of desirable feature s from other currently
available models. Experience with the Texas Instruments model has proven it to be especially
useful in the early analysis phases of a program.

After an eva lu at ion of these vario us models , the Texas in st rum en ts LCC model was selected
as the most appropriate one for use in this study. This model contains appropriate cost
categories; it is tailored for analysis in developmental applications , and it is computerized. it is

- . flexible and may be easily expanded or modified for application in the early study phases of
programs where the amoutit of definition is no t com pletely kn own or easily est im ated. For
example , the number of line-item introductions is based on a total line-item count without
regard to coding, as opposed to defining P-coded line items as found in other models. A detailed
discussion of this model is presented in Appendix F.

2. Methodology

With the LCC model selected , only a few alterations of the individual equations were
req uired for adaptatio n to the ARPV proble m . The data which had to be estimated was
categorized and assigned to individuals who were either specialists or who were very familiar  with - i
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those areas to he e s t i m a t e d .  All estimates were miiau he in terms oh co i i s tummt  I 97() dollars. Also
tf la t l m r c technology was a ssui m cd f o r  ~i hl th u ’ce processor syst en m ihe s igm is .  Some data , such as
standard cost h ’aetor s , were avai la b l e  from A l -L (  - and other  sntirc L ’s , A p p e n d i x  ( is a col lect ion oh
the  f inal  i n p u t  da t a  used in t h e  L(’( ‘ analy s is ,  l ime use of ’ cost i.- s t i mn a t i n g  re la t ionships  (( LRs
w.is u n f o r t u n a t e l y  held to a m i m - i u u u m u m u m  because oh a lack of open lm t c m - a tu r c  and ( ‘l -Rs in t h e  areas

of muicropu ocessors. c o m p u t e r s , etc .

A f t er  collectio n amid review oh this estimated data , t Ime data was i n p u t  to t h e  ARPV L(’(’
m odel. Separate L(’( es t imates  were de termined  lor the three processing systems (Cent ra l ized ,
Hy hm ’kh am i d DP /M ) w ith app i-opr iate a vera g ing over the three ARPV missions ( s t r ike . recce, au - i d
L W ) .

3. Results

‘Ihe results of tIme life-cycle cost analysis  are summarized in Table 30 for the two procure-
mem it ‘ opt ion s ”, i.e.. 55 system s/year I’or I 0 years am - i d 275 systems/year  for 2 years . As
expected , the shorter procureme nt time case is more advantageous than the smaller-quant ity
longc r -pr ocuremen t -t i n ie case. TI -ic lowest LCC hron i  th is  classical LCC analysis  is the value of
57 h .307 .003 for t h e  i i y h r i d  system . 275 systems/year buy.

It is interest ing to note in this analysis tha t  the acquisition cost for each system is greater
t h i au i  the sustaining cost. For t i - ic 275 system - its /year buy,  the acc lt misit ion to susta ining cost ratio
for ti - ic Hybr id  system is L 5l  : I : the correspo n diu ig ratios for the other two systems are 2.00: 1
( DP / M ) am -id 2.2 4:1 ((‘em i t ra l i z ed ) .  Th ese ratios are lower than normally expected for avionics
systems because ot t i-ic re la t ively low operating hours ( 1  .5 hours of operating time per year )  and
the hi gh re l iabi l i t ies  predict ed for each of the t h ree processor configurations.

T h e  LCC results in lahle 30 do not reflect the 30-day coui f l ic t  l)eriod. For s impl ic i ty  of
analysis. this period was chosen to follow the 10 years of peacetime . The results of this
addi t ional  conflict  period do not alter the conclusions reached ; i.e., that  the Hybrid system
exhibi t s  the lowest h ife -cyc i e  cost.

4. Other Considerations

The acquisition -to-sustaining-cost ratio is determined in part by the need for operational
readiness , since sustaining flictors such as logistics , t ra ining,  manuals . au th maintenance were held
at a level com patible with enter ing the 30-day conflict at any time du rim g thi e 1 0-year period.
With the small amm i ount  of operating hours per year per aircra ft , the ARPV sustaining effort more
clearly approximates a missile or guided weapons sustaining effort in which activities are limited
to system test and verification on a sampling basis and repair of the faulty systems. In the latter
si tuat ion , Texas Instruments has observed that LCC analyses generally indicate an approximate
4: I acquisition to sustaining cost ratio. If the niissi ie/guided-weapons sustaini ng philosophy were
adopted for the ARP V, the acquisition cost of $42 ,919 , 100 for the Hybrid system (Table 30)
would indicate a sustaining cost of $10 ,729 , 775. This would yield a total cost for the 1 0-year
peacetime period of $53 ,648, 875 or a reduction of 24.8 percent in the life-cycle cost.

I
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1 ABLE 30. SUMMARY OF ARPV PROCESSING SYSTEM ICC RESULTS

Processing Syste m
Cemitra lited (C) Hybrid (H ) DP/M

55 Syste ms/Year , lO Years
Acq u i s iti omt Cost $1 20 , 1 7~ ,400 $69 ,742 ,600 $ 1 04,150 ,400
Sustaini ng Cost 31 ,392 ,77 0 27 ,5 13 ,237 29 ,644,200
U t e Cycle Cost $151 ,565 ,170 $97 ,255 ,837 $133 ,794,600

(Constant 1976 Do ilau s)

275 Systems/Year , 2 Years
Acquisit ion Cost $ 72 ,626 ,640 $ 42 ,919 , 100 $ 61 ,041 ,560
Sustaini ng Cost 32 ,463 ,75 3 28 ,387 ,903 30,500,587
[Ale Cycle Cost $105 ,090,393 $ 71 ,307 ,003 $ 91 ,542 ,147

(C onstimn t 1976 Dollar s)

5. Sensitivities Analysis

The dom inan t  factor or driver in the life-cycle cost for all systems considere d us the per-unit
acquisition cost. For this reason , extensive sensitivity analyses were u o t  ruin oum sustaining cost
factors. A sensi t iv i ty  analysis was conducted for the procurement quanti t ies , i.e., 55 sy stems/year
purchased for  1 0-years or 275 systems/year purchased for 2-years. The other two principal
life-cycle cost factors , re l iabi l i ty  and operating hours , also were investigated.

Results  of tI m e procurement  quam i t i ty  sensi t ivi t ies  were summarized in Table 30. As expected ,
thi e larger quant i ty -shor t er  procurement t ime yielded the lowest LCC.

For the second sensi t ivi ty analysis , the e ffect of system reliabil i ty was examined. A
variat ion of less than 0. 1 percent resulted in t I e  total life-cycle cost for a variation of am-i order
of m a g n i t u d e  decrease im the mean-tin -ic-between-failure (MTBF or XTBF) and the
niean -time -hetweem maintenance action (MTBMA or XTBM). These results are somewhat dis-
torted in that  the processing system unit  price was not altered in this analysis. In reality, a
system with au- i order of magnitude lower MTBF would not be as expensive as the more reliable

• system.

The final sensitivity analysis in volved the operating hours of the processing system. For a
variation of 50 to 450 operating hours per year , an increase in the life-cycle cost of less than
2 percent resulted.

— Both the MTBF au-id operating-hours sensitivities indicated that the reliability of the Hybrid
system was indeed cost-effective from an LCC point of view,

In orde r to show the i mpact of the cost categories , the LCC for each system (fo r the
- m 275/year buy) was examined for th ie driver categories. A summary of the major cost categories is

presented in Table 31 through Table 33. As stated before , the unit  cost is the principal cost
factor for both the acquisition cost am -id life-cycle cost. Ti-ic sustaining costs contribute approxi -
mate ly 31 percent to the total I.( C value for each system. Recurring data management is ti -ic
dominant sustaining cost category.
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TABLE 31. ANALYSIS OF CENTRALIZED SYSTEM LCC DRIVERS

Percent of Percent of
Value Acquisit ion Cost LCC

Acquisition Costs

Design and develupunent $ 2 ,041 ,233 2.81 1 .94
Initial technical data 2 ,055 ,900 2.83 1.96
Other nonrecurrin g cost 133,430 0.18 0.13
Prime equi pm ent/ initial spares 67 ,983,153 93.61 64.69

(inc ludes insta llation and
first destination cost)

Support eq uipment / init ial spares 412 ,924 0.57 0.39

572 ,626 ,640 100.00 69.11

Sustaining Costs

Maintenance labor $ 998 0.00 0.00
Maintenance material 4,668 0.01 0.00
Maintenance documentation 126 0.00 0.00
Maintenance packaging and transportation 41 0.00 0.00
Condemnat ion 4,755 ,438 14.65 4.53
Ch eckout 1,297 ,694 4.00 1.24
Energy consumption 0 0.00 0.00
Supply management 812 ,186 2.50 0.77
Facility space 7,024 0.02 0.01
Recur rin g traini n g 322 ,680 1.00 0.31
Recurr in g data m anagement 22 ,922 ,697 70.61 21.81
Support equi pment maintenance 265 ,890 0.82 0.25
Software main tena nce 2 ,074,311 6.39 1.97

• 
$32 ,463,753 100.00 30.89

Life Cycle Cost $105,090,393 100.00

Early analyses of these three processor systems were made using a 5 percent condemnation
rate. This value was judged to yield distorted sustaining and life-cycle costs. The condemnation
rate was reduced to 1 percent for the analysis shown in this report. The condemnation cost
category contributes approximately 4 percent to the life-cycle cost value for each of the three
systems considered.

• The possible effect of using bit slice or non ho mogeneous processing elemen ts was not
analyzed in detail. However, quali tat ively,  it can be stated that the effect of such changes would
be to increase the in itial and recur ri ng t raining, initial and recurring data , and initial and
recurring logistical costs in proportion to the selected mix.
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TABLE 32. ANALYSIS OF HYBRID SYSTEM LCC DRI VERS

Percent of Percent of
Value Acquisition Cost LCC

Acquisition Costs

Design and development $ 2 ,384,756 5.56 3.34
Initial amid technical data 1 ,842,750 4.29 2.58
Other nonrecurring cost 128 ,929 0.30 0.18
Prime equipment/ initial spares (includes 38,364 ,970 89.39 53.80

installation and first destination costs)
Support equipment / initial spares 197 ,695 0.46 0.28

$42 ,919 , 100 100.00 60.18
Sustaining Costs

Maintenance labor 892 0.00 0.00
Maintenance material 4 ,699 0.02 0.01
Maintenance documentation 145 0.00 0.00
Maintenance packaging and transportation 17 0.00 0.00
Condemnation 2 ,757 ,428 9.71 3.87
Checkout 1,334,975 4.70 1.87
Energy consumption 0 0.00 0.00
Supply management 631 ,282 2.22 0.89
Facility space 7 ,226 0.03 0.01
Recurring training 331 ,950 1.17 0.47
Recurring data management 21 ,136,406 74.46 29.64
Support equipment maintenance 151 ,028 0.53 0.21
Software maintenance L QL ~.55 ~~~~ 2~5

$28 ,387 ,903 100.00 39.82

Life Cycle Cost $71 ,307 ,003 100.00

C. TOTAL COST OF OWNERSH IP

Conventional ICC is just one element in determining total cost of ownership for au - i ARPV
processing system. Other factors such as catastrophic loss of ARPVs through processing system

• reliability failure should be considered. The appropriate ARPV attr i t ion rate can be determined
from the following expression:

Attri t ion Rate = I --e t / MT BF

where t is the total flight duratio n.

For a I-hour flight time , the attritio n rate and number of ARPVs lost in a 1 0-year period
are shown in Table 34. This an alysi s shows that the Hybrid system provides minimum total of
cost-of-ownership including both conventional ICC and costs associated with
pr ocessing -systemn-re lated ARPV attrition.
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33. ANALYSIS OF 1)l’IM SYSTEM LCC DR I VER S

Percemit of Percemut of
Value Acquisition Cost ICC

Acqui sition Uo~~s

[Jesig mi .mn&1 ~k %cIo p m mm cm1t  5 2 ,384 .756 3.91 .2.61
In itm a h mcd mmnca l data 1 .842 ,750 3.02 2,01
Ut lie r m u on mc cm m [r ing c~ ‘S 1 28,909 0.2 I 0.1 4
Pr ime e 9 l mm p m l m en t f in i t i a l  sp am e s (includes 56,487,450 92~ 4 61.71

i n s t ah l . i tmu m i  a mmd t i r si des u n a t i o rm costs )
Smm p p o r u e ( l u m p m i l c n t / i n i t i a h  spares I 97 ,695 0.32 0 .22

$6 1 0-1 1 .560 100 00 66 .69

Sustaining (o’sts

Ma mm , t c rm a mm ec  hJl ) or 980 0.00 0,00
Nia m mi m em man ce  mmm a t c r i a h  7 ,077 0.02 0.0 I
Mair i uci ta m ice  d oc i m t m ic n t a t ioum 2 19 0,00 0.00
N I . m i i i i c n . t i m .c packag ing and i r ansp t ) mta t ion  25 0.00 0.00
( omide nm na t i on  4 , 170 ,5 17 13 .67 4.56
( I m ec k o u t  1 ,37 1 ,290 4 .50 1 .50
l~mier gy co mms u m n p i i o m m 0 0.00 0.00
Supp !~ mna n a ge n leu mt 648 ,454 2.13 0.7l
Facility space 7,423 0.02 0.01
Recurring t ra i m m i mm g 340 ,980 1 .12 0.37
Recur r ing  da ta  management  21 ,7 1 1 ,360 71 .18 23. 70
Supp ort eqm mi pnle nm main tenance  155 , 136 0.5 1 0.17
Softwar e maintenance - 2,087 ,126 - 6.85 2.2 8

$30 ,500,587 l00~O0 33 .31

Life Cvc k Cost $91 ,542 , 147 1 00.00

TABLE 34. ARPV AlTRIT1ON RATE DUE TO PROCESSING SYSTEM FAILURE

Flight Critical
MTBF at 45°C ARPV Attrition Rates Number of ARPVs Lost

Processing System (hours) for I-Hour Flight in 5 ,000 1-Hour Sorties

(‘entr ahi ed I ,4~5 0.000673 3.36

DI’/M 1 .586 0.000630 3.15

I t y br id 1 ,874 0.000533 2.66
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SECTION V
CONCLUSIONS AND RECOMMENDATIONS

Of ti - ic three processitug system s described in Section III of this report . the Hybrid system is
r e comnm en ded as the most promising approach for the ARPV avionics application. Selection of
this distr ibuted proce ssing network as the recommended design is based primarily on its low LCC

— compare d to the other systems considered in this study. In addition to the min i mum LCC, the
Hybrid system also provides the best system perfo rmance in terms of flight-critical rel iabi l i ty ,
Superior flight-critical reliab ili ty of the Hybrid system results from functional partitioning of the
processing tasks and from the natural  hardware redunda n cy which occurs in the distributed
network approach.

Results from this study are particularly significant in view of the current widespread Air
Force interest in redu cing system LCC through standardiza tion of hardware and software. An
important factor contributing to the low LCC for the Hybrid system is the extensive use of
standard m odules throug hout the distributed processing network. Results from this s tudy ,  in
particular the modular desi gn of the basic PE , should be widely applicable to other Air Force
avionic processing problems , including manned aircraft systems.

In order to desi gn specifi c candidate processing systems, it was necessary to postulate
representati ve ARPV mission scenarios and associated processing requirements. It is reasonable to
ask how sensitive the results of this study are to the assumed scenarios and processing
requirements. Since the actual ARPV requirements are still in an early stage of definition , there
is considerable uncertainty as to how close the representat ive processing requirements shown in
Appe n dix C of this report will be to the actual requirements ult imately defined for the ARPV .

‘ Reasonable uncertainty in either individual algorithm estimates or the total processing estimate
does not affect the selection of the Hybrid system as the recommended ARPV processing system
design. The rela tively light loading of the Hybrid system throughput (25  percent) and memory

- 
- (65 percent) provides a comfortable margin for accommodating possible increases in processing

requirements. In the unl ik ely  event that actual ARPV requirements exceed the capacity of the
Hybrid system as currently configured , throughput  and/or memory can easily he expanded in
small cost-effective modular  increments.

As part of this program , bus traffi c was analyzed for each of the three candidate processing
-
• systems. In the case of the Hybrid system , peak traffi c on the network bus was determined to be

approxima tely 94 ku l obi ts  per second , which represents 9.4 percent of the MIL-STD -l 553A bus
• capacity. Again ,  there is ample margin for growth if the actual ARPV processing requirements

generate more bus traffic than the representative requirements used in this study. If bus traff i c
- - 

- 

- problems are eventually encountered , the Hybrid system can be modified slightly by in t roduct ion
of “local” buses between specifi c PEs or groups of PEs to relieve congestion on the primary or
“global” bus. Both the global and local buses would operate according to the requirements  of
MIL-STD- i 553A. At this time there does not appear to be a need for hi gh-data-rate bus concepts
(e.g. . fiber-optic data bus) in the ARPV app licat ion.

For the life cycle scenario defined in Section IV of this report , acquisition cost for t l’me
Hybrid system (as well as the other systems) was found to be the dominant  factor in tota l  LCC.
The system design and ,  therefore , the acquisition cost for the Hybrid system are based on
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cur rentl y availab le components and devic~s. It is possible in the 1980 t ime frame that  acquisit ion
cost ca n be reduced throu gh use of new compou ents or devices.

Three specific developments are expected by the earl y I 980s which could imnprov e the
imple mentation of the Hy brid system:

262 ,144-bit no n volatile RAM memory on a single chip

A microprocessor equ ivale n t to t he SBP 9900 with user accessible memory on the chip

A single LSI chip containing the digital logic portion of the MIL-STD-l553A interface.
Using the current design as described in this report , a fully expanded PE for the Hyb rid network
req uires nine 4.5- by 5.6-inch printed wiring boards. The above developments could be used to
produce a PE of equivalent performance (throughput , mem ory, and I/O capability ) with only
three boards. Such a large reduction in the numbe r of boards or modules require d for a full
performance PE could have a dramatic effect on all Hy bri d system parameters , inc luding size,
weigh t , power , and cost. Also, the use of nonvolatile RAM memory could eliminate the need for
a backup battery power source in the Hybrid system design.

Future Air Force work on the ARPV processing problem should include the development of
key com pone n ts (e.g., the MIL-STD- 1 553A interface chip) which can reduce the cost of the
basic Hybrid system. There is also a need for a distributed network development facility within
the Air Force which can be used for actual test and evaluation of specific distributed processing
con figurations. Such a facility could be based on currently available minicomputers (TI 990
family) which are software compatible with the SBP 9900 microprocessor. Such a facility would
provide a relatively low cost way to accuratel y measure bus loading, algorithm performance and
other detailed system parameters of interest in the ARPV app lication. The minicomputer-based
develop ment facility woul d be general purpose in nature and could also be used to assist in
development phases of other Air Force processing applications.
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APPENDIX A

REPRESENTATIVE ARPV MISSION SCENARIOS AND FUNCTIONS

I. ARPV MISSION SCENARIOS

In ar r is  ing at specifi c mission scenarios , it  is ne cess ,mm -~ to both def in e  amid l i m i t  tIme
operational emivi ronn i en t  and the tasks to he acc om imp lished b y time r emo te ly  piloted vehicle s T h e
following key assumptions were imsed in dev el opimmg time thr ee s cenar io s , one each for a s t r m k c
mission , a reconnaissance mission , and an electronic war f are  mission :

I - The missions will he per fort n ed in an Eastern Et mr o pe aui c o mm i bat  e r mvir o n me m i t  involv ing
NATO am -id the Warsaw Pact nations.

2. The ARPVs will perform tlmeir  missiom i in time ores ence of the dense a n tmai rc r -aft
defenses described in the Air Force Study on Defense Suppression (HAVE LIM I-

3. Reconnaissance and strike nt iss ions may be conducted in svases but ea~l m sortie will  be
flown independentl y ( i c . , no fom -mat ion or s ta t ionkeep ing other  than basic navigat io ut  1.

4. Active electronic warfare and chaff-dispensing missions will  require several ARP V s to
operate simultaneously in some type of loose formation.

5. Strike and reconnaissam ice ARPVs will depend upon hi gh speed and low a l t i t u d e  for
su rv iv al whi le con d u cti n g si n gl e aircra f t m issio n s beyond the PEBA.

6. Due to l imited payloads , strike ARPVs will  not have self-protect E W features  su ch as
chaff and/or flare dispensers or active ja mmers.

7 . ARPVs which must penetrate  enenmy de fenses at higher  a l t i tudes  may has -c self-protect
EW features to aid in penetration if they do not degrade basic EW stmpport cap a b i l i t ’.-

8. Reconnaissance ARPVs which penetrate enemy defenses at  low a l t i tude . may has ~
self-protect EW features if they signif icant ly improve surv ivabi l i ty .

9. All sorties will be preplanned in detail with no deviat ions from the planned mission
except for equipment  fai lure or recall ,  where this is feasible.

I 0. An adequate intelligenc e data base on enemy deploy me mi t will  be available for p l a n n i n g
a ll strike and reconnaissance missions and it wil l  be kept current using real or near
real-time ARPV and manned a i rcraf t  reconnaissance-

1 1 .  Prep lanned str ike missions wi ll be pr imar i ly  ag a im i s t  heav i ly  de fem i d e d targets at kn own
• 

- locations and preferably with a cq u i s i m i o m i  ammd recognit ion feat imres which arc not
depende nt upon e lectro -optic a l scm isor res ol utiom l im i es on time target .

1 2 Most str ike missions wi l l  be for de lc m mse slmppr ess i on h~ k nocking air defense radars off
the air but time s t r ike ARP V s will  also he able to a t t ack  a l imi ted  set of 000(lefen se
targets ,  such as a i r f ie lds  and ar m ored co lumns  using area denial  weapons such as mines
a nd other target activated muni t ions .

Whi l e  most of ti -i c scg uii i’r l t .  f o r  the three  di i  t c u c m i t  t ’~i ’es of m i l t s s i o l l s  wi l l  i mv ol ’ .e d i f f e r e n t
functions , the re are several mission segments which will  he common to all missions. These arc
the segments involv0~g pref l ight  and postt l i ght ac t iv i t ies  amid l a t mnch and recovery . These segments
are only sl ight l y mission depem id ent .  The first segment is for ARP\’ vehicle and equi p mlie n t
checkout which will include loadin g from storage , the  basic operating programs for al l  processors
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r equiri ng Il m is .  To th~ m axi m u m ex ten t  feasible , t his checkout should be accomplished using
b u i h - in  t est to ivoid requirements to connect t l e  ARPVs to external test equipment.  The next
seg ment  com m ists ot loading expendab les and software for t l e  specific sortie to be accomplished
by the A RPV. This software will cou tro l all subsequent segments of the ARPV mission and will
in clud e such items as the timin g, ground track , airspeed and altit u de to be fl ow n on each
segmi me nt . na s - igatio u i u p d a t e  ch eckpoints  ( inc luding checkpoint signatures ), eq u ip men t operati n g
instruction s , operating frequencies, JTIDS data , 1FF codes to be used , when to arm weapons and
rekase m echan is m s, when and where to operate sensors and EW equi pment , conti ngency
i ns t ruct ion s  if applicable , other software data or instructions necessary to complete the mission
am i d r e turm i to the recovery control are a and recovery instructions. The expendables loaded in this
segment are mission peculiar and include weapons , sensor film and/or recording tape , and EW
expe ndab les. Fuel and other similar aircraft expendables will be loaded during checkout , if not
already loaded. Whe re rocket boosters are require d for launch , t hey will be attached during the
expendable a m 1  software loading segment.

1 tie next common segn iemit for all three types of missions is launch and initial ctimbout ,
i ncluding any ground movement to get into launch position. This movement and engine start will
probably be a ma nu al operatio n rathe r than one cont rol led by soft ware .

After  eng ine start .  proper operation of the engine and electrical , hydra ul ic and ot h er engine
subsystems will he automatically verified by built-in test and software , after which the ARPV is
ready for launch. Launch may be by catapult , rocket boost , or other means depending upon
ARPV design. In any event , it will be under automatic contro l aboard the ARPV. It will be
ini t ia ted on command from the local ARPV Launch and Recovery Control Unit (LRCU), which
will m onitor the launch and etimbout and issue corrective commands to the onboard automatic
control system as necessary. Depending upon the ARPV design and perfo rmance , manual
override of ti m e automatic flight-control system may be provided. However , manual control will
be of’ do ubtful value , am -id even mission aborts with immediate recovery will probably h ave to be
handle d automatically with suitable software. The actual abort and changeover to automatic
recovery would not occur unt i l  commanded by the ARPV operator. After launch , an automat-
ica l ly controlled climb profile and ground path would be followed. This would be monitore d by
the LRCU which would hand off control to an RPV Control and Operations Unit (COU) at a
preselected location and time. This RPV Control and Operations Unit would have operational
control of the RPV throughout the remainder of its mission and would operate under and

• possib ly as a part of the tactical Combat Operations Cem iter (COC).

The remainder of the omission under the COU has essentiall y mission peculiar segments
which will he described separately for each of the thre e missions. The COU will control the
ARPV until it approaches its home base and begins its descent. At a preselected location , the
(OU will transfer control to the LRCU for descent and recovery. To permit properly spacing the
returning ARPVs , the ARPV must be programmed to execute time adjustment maneuvers upon
conmmand. These maneuvers will include turn s to extend the approach to recovery as well as
orbits and possibly holding patterns. As with launch and climbout , descent and recovery wil l be
fully automatic with the recovery operator being able to command changes in the automatic
system. Recovery will include automatic engine shutdown after hook engagement , barrier
engagement , or touchdown as appropriate for the recovery method.

i-ollowing the recovery segment , there are two more mission segments which are common
to all three missions. These are similar to the first two prelaunch segments and are actually
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combined with  the m if the ARPV is to be imm edi atel y t ur m mc d around for another sortie - The
first post fl ight segment includes downloading film and/or recordin g tape , check of a l l su bsyste m s
using BIT and AGE test sets where required , and a physical exterior inspection for batt le
da mage. Those RPVs which are found ready to go again are refueled and are ready for the
second prelaunch segmnent , loading of expendabies and software for the next mission , Those
which are not ready to go again are scheduled for immediate maintenance if the deficiency can
be quickly corrected or for delayed ;rm aintenance if it is more difficult to correct.

A. ARPV STRIKE MI SSION SCENARIO

The ARPV strike mission has the most complicated scenario, with more segments involving
different - functions than the other two missions , especially i f t a rget acq u isitio n an d weapo n
delivery sensors are used. While many strike missions can and will be conducted by releasing area
weapons at a measured position against a target at a known location , ARPV positi on erro rs and
other factors may require target acquisition with onboard sensors for strike. Since this latter
missio n will include all segments of the strike based on position only, plus a sensor target
acquisition segment , the strike using sensor target acquisition will be used for scenario develop-
ment. The segments will be numbered for cross re ferencin g the discussion with Figure A-I which
shows the mission profile and Figure A-2 which summarizes the segments and their sequence.

Time first three segments (numbered 1 , 2 and 3) are checkout , loading and launch segments
which have already been discussed. After launch , the ARPV will follow a preprogrammed climb
schedule and ground track , which can be altere d upon command from the LRCU. Alteration of
the preprogram med schedule should only be necessary under unusual circumstances.

At a preselected altitude aum d/or position , control will be transferred from the RPV LRCU
to the RPV COU in accordance with the premission plan (segnment 4). The COU will maintain
control and monitorin g responsibility , throug hout the mission until the RPV reaches its initial
approach alti tude upon return from the mission. At that time , RPV control will be returned to
the LRCU for final approach and recovery of the ARPV (segments 13 and 14).

‘fhe ARPV will climb to time cruise altitude selected in preflight planning and mainta in  this
altitude unti l  approachin g the FEBA. This segment may involve several pr ep lanned change s in
ground track and alti tude. During this segment , which is over friendl y territory, accurate
navigation update using radio navi ga tion signals (e.g. . GPS , JTIDS or tine-of-si ght DME) will he
used. As the FEBA is approac h ed , the ARPV will make an automat ic  descent to penetration
altitude , based on its navigation position (segment 6). As penetration altitude of 200 to 400 feet
is app roac imed , terrain following will be initiated using time radar alt imeter and , if necessary,
terrain-following radar. Radio navigation update will be used to ensure ttm e ARPV navigation

- 
- system can acquire a checkpoint for navigation update prior to passing the FEBA. This wilt

permit a smooth transition in the event enemy jammers disrupt radio navigati on signals beyond
the FEBA , either enroute to or in the target area.

Penetration to the target area (segment 7) will  he at very low al t i tude  along a preplanned
ground track . It will involve several legs of varying length with diffe rent ground tracks. These
will be based on such factors as avoiding known defense positions , minimizing terrain following
problems and preventing the enemy from determining the targe t for each sortie. A medium
performance INS will be required for handl ing some of the reconnaissance and weapon delivery
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problems of the ARP V and this will be the basic sensor for following the ground track. However ,
it will require frequent position updating to maintain the require d track accuracy. As long as HF
signals can he received by the ARPV , this u pdating can be essentially cont inu ous from such
sou rces as GPS , JT I DS or special DME systems. Since these signals can be jammed and the
Warsaw Pac t countries have an extensive jamming capability, it should be assumed that there will
be la rge areas where RF navigation signals cannot be received. These areas will include a
rni nim tmm radius of 10 miles around major tactical target complexes. To handle this situation , an
onboard self-contained navigation up date capabi lity will be required. It will probably be a ground
checkpoint up date system using TERCOM , radar map matching, or an opt ica l are a correlato r
using a suitable day or night sensor. Checkpoint spacing will depend upon INS drift rate and the
area coverage of the checkpoint update system , bu t the re will usua lly be one at least every
10 miles. Check point identification data is part of the specific mission data loaded in se~~~ent 2.

The f inal inb oun d en route checkpoi n t is the one used to initiate target acquisition in
mission segment 8. For weapon delivery, accur ate three-dimensional position is required. There-
fo re, this checkpoi n t wi ll be select ed to permi t vertical position update using the radar altimeter.
This checkpo in t needs to be close en ough to the ta rget so that INS drift , pl us updat e
inaccuracies , will not put the ARPV outside the limits for weapon delivery based on INS
position alone or for target acquisition using target acquisiti on and weapon delivery sensors .
Obviously, the blin d delivery req uirement is muc h more st rin gen t.

Since none of the current area weapons can be released at the penetration altitude , pull u p
to at least minimum release altitude is required in segment 8. This pullup can begin over the final
checkpoint. However , it will usu ally be delayed until a poi n t at or nea r th e min imum ran ge
which will permit target acquisition and/or weapon delivery maneuvers. This will be done to
reduce exposure to enemy air defenses. In most circumstances the pullup altitude for the
optimum release conditions for an area weapon is higher than the minimum release altitude. This
fact or , plus weathe r and enemy de fenses mu st all be considered in mission plan n ing an d it will
probably be necessary to plan and load several target acquisiti on and weapon delivery profiles. If
so, one wou ld be the primary pro fi le to be aut omaticall y used unless the ARPV operator issued
a command to do otherwise.

Segment 9 is short but is critical because its successful accomplishment is the only reason
for the strike ARPV mission. For blind delivery using position alone , no ta rget acq uisition is
required. However , for increased delivery accuracy and/or confirmation that the assigned target
was attack ed , ta rget acquisition by an electro-optical (EO) or other sensor will often be required.

• For this , au tomatic sensor pointing along the computed line of sight (LOS) to the targe t (based
on ARPV INS position and target coordinates ) will be required, as well as transmission of any
required data to the ARPV operator , for his information or action. With an EO sensor , operator
action will almost always be required to select or designate the target or aimpoint. For this,

- 
- two-way data links will be require d as well as processing to ensure that ARPV commands are
- - received and understood or for alternate action in the event they are not. Another proc essing

problem for this segment is whether weapon release is fully automatic. without operator input ,
and if automatic , how to ensure against inadvertent release over friendly territory in the event of
a maifunction .

Throughout segment 9, the computed or sensor-measured LOS will be used for weapon
delivery computations , which , in turn , will provide guidance commands to the ARPV flight
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con trol subsystem. In addition , where sensors are used , the weapon delivery computer must be
able to decide when or if it should change from computed to measured LOS.

Segment 10 starts when the ARPV passes the weapon release point. At this point the ARPV
descends to the penetration altitude and begins terrain following and follows one of two
automatica lly selected preprogrammed options. If the weapon was not released for any reason
other than malfunction of the release mechanism after receiving a valid release signal , the ARPV
will proceed to an alternate target and repeat segments 8 and 9. This alternate can be the original
target after following a navigation sequence to bring it into position for a second attack. If the
weapon has been released , either on a primary or alternate target , the program to return to the
FEBA is selected. This requires following the programmed ground track using checkpoints (and
RF navigation when it becomes available).

On crossing the FEBA (a navigation position as far as the ARPV is concerned) mission
segment 11 begins. The ARPV updates its navigation system and at the designated position
provides any required air defense identification (including both maneuvers and 1FF responses)
and begins a climb to its assigned cruise altitude. After crossing the FEBA , RF navigatio n will be
used in segment 12. Enemy jamming will no longer be effective and checkpoint navi gation is
much less accurate at higher altitude. A preprogrammed ground track and flig ht profile will be
followed unless the ARPV operator at the COU issues program change commands.

At a preselected range from the ARPV base , it will begin a programmed descen t to
approach altitude (segment 13) and control will be exchanged between the COU and the LRCU.
Approach and recove ry (segment 14) will be automatic , subject to LRCU change commands. This
and segments 15 and 16 were discussed previously as common segments to all three types of
ARPV missions. As shown in Figure A-2 , segments 15 and 16 become segments I and 2 for the
next mission for those ARPVs which checkout as ready in the postfligh t check.

Figure A-2 shows the approximate strike mission profile with each of the noncommon
segments numbered. Altitudes and ranges are representative of a typical mission and will be
subject to adjustment depending upon the combat situation , other air traff ic, and the ARPV
performance versus altitude and range.

B. ARPV R ECONNAISSANCE MISSION SCENARIO

The ARPV reconnaissance mission is similar to the strike mission except that it will usually
have several point targets (or possibly a long strip target) and may use more than one type of
sensor on a mission. Also, with sensors which have wide-angle lateral coverage , it may not be
necessary for the ARPV to pull up to a higher altitude at the target and , if this is require d, the
altitude will still be lower than that for strike target acquisition or weapon delivery.

Figure A-3 provides a reconnaissance mission segment sequence and summary while
Fkgure A-4 shows a mission profile. For both figures , the segments are numbered to correlate the
mission discussion with the figures. The first six segments are the same as those for a strike
mission and will not be repeated here. Also , for purposes of this study more than one sensor is
assumed for the reconnaissance ARPV. This was done to increase the functions to be performed
on the mission , although only a single sensor will be used on most combat missions.

Like the strike missions the reconnaissance missions will often involve several aircraft but
each sortie will operate independentl y of the others. The reconnaissanc e and strike sorties will
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probably he sch eduled tor penetrat ion past the FEBA in waves to comp licate the enemy air
defense proble ms. Since the reconnaissance sorties operate independently, they will have to
depend upon high speed at very low alti tude for survival against enemy air defenses. Thus ,
segment number 7 will be flown at 200 to 400 feet above ground level. This will be accom-
plished Using a radar altimeter , a terrain-followi ng radar (if necessary ) and a ground track
selected to minim i ie  hig h speed , low-altitude flying problems. Frequent ground-track heading
changes will he used with navi gation update checkpoints spaced to minimize acquisition prob-
lems. Sensors will be switched to standby in time for any required warmup or stabilization , prior
to reaching the first target.

li -i mission segment 8, a final checkpoint is used to update the INS , when close enough to
the target to ensure the target will pass withi n adeq uat e latera l distance for good sensor coverage.
ri-ic gro und track is corrected to pass the target at the required distance for the desired vertical
or obliq ue target imagery and , at a preselected distan ce from the target , altitude is adjusted and
the sensor t urned on. Sensor No. 1 is assumed to be a laser line scanner designed to obtain
re flectance imagery in the visible spectrum. The imagery is stored on film and on video tape if
imagery is to be data li nked back to the RPV control unit.

After passing the first targe t , for segment 9 , the ARPV turns the sensor off , and descends to
penetration altitude. 

- 
Using terrain-following and checkpoint navigation update , the ARPV follows

the preprogram med route to the second target. The video tape recorded imagery of the first
target may be data linked to the ARPV control unit during this segment. If this is req uired ,
several preprog rammed options must be available. The ARPV will be programmed to select and
execute options, other than the first option , only upon command from the ARPV operator. The
first option , which wo u ld be programm ed for aut om atic execut ion in the absence of an operator
comm and , would be to transmit the video taped imagery at normal bandwidth while proceeding
at terrai n following a l tit u de to the nex t target. The second option would be a slow readou t of
the taped imagery for a reduced bandwidth transmission for better antij am performance , if the
firs t option does not produce satisfactory imagery at the ARPV control unit. The third option
would be the same as the second except that  the ARPV would climb to a much higher altitude
to improve transmission. The second and third options would only be executed upon command
fro m the ARPV control unit.  Only at the control unit could the quality of the received imagery
be assessed and a deter m ination made if the need was great enough for the much higher risk to
the ARPV of the higher altitude flight of option three.

Segments 10 and I I  of this mission are functionally the same as segments 8 and 9 except
that the sensor would be an infrared line scanner to provide radiation imagery in the 8- to
1 4-micrometer wavelength band. A navigation checkpoint near the second target would be used
to update position for target coverage flight path adjustment. The same options and constraints
discussed above would apply to data l inking of imagery to the ARPV control station.
Segments I 2 and I 3 would also he functionally the same as segments 8 and 9, including use of
the same sensor. These segments would be repeated for each assigned reco nnaissance point target.

If time target were a line target , such as a railroad or highway, the fu nctio n s would be the
same as those for segments 8 and 9 ~xcept for navigation. The final checkpoint would be
selected to make alignment with the line target relativel y easy. Also , navigatio n maneuvers would
have to he perfo rmed to keep the ARPV ground track along tI- ic line target wherever there are
curves in the railroad or highway.
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Segment 14 starts when the ARPV passes its last assigned target or the end of the lin e
ta rget. The program for return to the FEBA is selected , the vehicle returns to terrain following
al titude, and checkpoint navigation is used to follow the programmed ground track. RF
navigation is used as an additional navigation input  when it becomes available. Imagery of the
last target ca n be data linked to the control unit  during this segment , if required. Even though
data linking of imagery to the control unit is included in the functions after each target . it
should not be assumed that this function will be used very often. There will be relatively few
targets where timely imagery is critical enough to require this. For most ARPV reconnaissance
sorties , data linking of imagery will not be used. Th is will cut down interference and bandwidth
assignment problems for the few sorties which do require it.

Segments 15 through 20 are the same as segments 11 through 16 for the strike mission
which will not be repeated here. They involve identification of the ARPV on crossing the FEBA ,
return to base , transfe r of control , recovery and postflight checkout and maintenance.

Figure A-4 shows the approximate reconnaissance mission profile. The altitudes and ranges
are representative of the expected conditions and will vary considerably for each sortie. An
increase in altitude is shown over each target to emphasize the functions to be performed.
However, the navigation accuracy of the ARPV and sensor V/H capability and lateral coverage
should be such that pullup above penetration altitude should seldom be necessary.

C. ARPV ELECTRONIC WARFARE MISSION SCENARIO

The electronic warfare (EW) mission has a simpler flight profile than the strike and
reconnaissance missions. However , the EW functions are more complex due to the fact that
several ARPVs are engaged simultaneously in the same mission , that they perform their mission
over an extended period of time , and that for active jamming, some optio n s m ust be provided
along with some means of controlling the options.

For mission definition it is assumed that  each EW ARPV carries internal ly the dispenser
mechanism and bulk chaff load of an ALE-38 chaff dispenser pod. It is also assumed that  the
activ e EW equipment consists of the equivalent of an ALQ-13l jan imer and an ALR-46 receiver
for determining threats to be jammed and the priority for each threat.

A typical EW mission would consist of laying down a chaff  corridor to cover a mult iple
aircraft strike by manned aircraft on a target at least 50 to 100 nautical miles beyond the FEBA
and providing active jamming support for the manned strike in the target area.

To lay down a chaff corridor large enough and dense enough to cover a manned aircraft
strike force will require at least four ARPVs dispensing at a rate which would exhaust their chaff
in 75 to 100 miles. Thus , two or more sets of four ARPVs will be required for chaff dispensing.
For an effective chaff corridor , latera l spacing of the ARPVs must be controlled so as to avoid
gaps in the coverage while making it wide enough to cover the manned aircraft formation.
Along-track spacing is not as critica l as lateral spacing but must be controlled wIthin reasonable
limits. It may be feasible to maintain the required spacing with the basic ARPV navigation
system using closely aligned preprogrammed flight paths. If not , some form of loose formation
stationkeeping wjll be require d. It should be noted that when using DME or JTIDS radio
navigation , relativ e position within a loose formation can be measured. Also. GPS accuracy will
be more than enough to maintain the required spacing using programmed n avigation. There fore.
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loose f o t m u a t i u m i  5p~ft ~J () g sl iu t i l i . l only he ~i r r u h l e m i i  svhen radio n av iga t ion  is riot feasible due to
:~ efleII )V j amnuh i l i g .  For EW ARPVs opera t ing  at iu e d iui i i  to hi gh a l t i t u d e . there 511 1)Uld not be long

periods when radi o naviga t ion  is not possib le.

FR~ur es A-S am id  A-6 show the  i~\V mi ssiou segmeti t  sequence and summary  ari d t i e  EW
It - i is s ion t l igh t  pr ofi k am id mnimhere d mission segments. ihe  segments are numbered to permit
correlat i on of the  segments on the two  tigures and the fo l lowing discussion of the segments. The
discussion ~ il l  p r i n ia r i ly  i)c ab out  a single ARPV hu t t h e  n ission will  he conducted by sets of
four or l ive  ARPV s. For the range shown on Figure A-ô. at least three sets of chaff  dispensing
vehicles ~—il l  be require d . Fl ii s is based on a 75- to 1 00-mile corridor for each set and a corridor
at least 240 miles long. [he 40 miles i~~ ba sed on using d i f fe ren t  ingress am -id egress pa ths  for t i e
manned aircra ft .

The ARPVs are launched over a short span of ti m e and form into three sets based on
preplan n ed navigat ion progra m s. Thi s is accomplished ( luring segment 3 under  the control of the
laun ch and rec ovcr~ u n i t .  This avoids comp lica t ing  t i e  task of the ARPV combat operat ions
un i t , which m a y  have to handle  several AR I~V missions s imul taneously .  This mu l t ia i rc ra f t  ARPV
mission is s imilar  to the single -sortie missions in that  enroute cruise (segment 5) and subsequent
segments are based upon programmed , automat ic  funct ions.  These are monitored by operators at
the (01. but  command inpu ts  to change programmed actions will be required only un der
unusual  cir cumstances.

Am-i exa mmi ple of the necessity for an operator commanded inpu t  would he ti -ic corrective
action if o m e  of t l e  chaff dispensers fails in segment 6. In this segment , each of the ARP V
aircraft  is following a programmed fl ight  path .  However , to prevent gaps in the chaff corridor
dime to naviga t ion  errors , the ARPVs also monitor  relative position with respect to the ARPV
designated as the f l ight-path controller.  If the programmed flig h t pa ths resul t in la teral spacin g
being more t h a n  200 to 300 fee t from op t imum , or tie along-track spacing being off by more
than 2. 000 to 4 ,000 feet . the relat ive position da t a is used to correct time relative position. This
will  prevent gaps in the basic coverage wi th all chaff ’ dispensers operating properly, but not if
one of them malfunctions. When the operator receives a signal from onhoard test equipment
ind ica t ing  m a l f u n c t i o n  of a chaff dispenser . the other ARPVs do not receive this  signal. The
operator must then select the desired option to compensate for the missing chaff. This wi ll
require c o m m a n d i n g  the remain ing  ARPVs to begin following optional navigation programs to
e l imina te  the gap in coverage. These optional navigation programs will already he stored in the
naviga t ion  computer  of each ARPV and the operator only needs to command a change from the

- 
- pr imary to the appropriate optional program. If there is a spare ARPV in tii~ formation , the

operator  can comnm an d it to begin dispensing chaff  and fly the f l ight  path of t l e  ARPV w ith ti -ic
— . - m a i t u n c t i o n in g  dispens er.  In th i s  s i t u a t i o n , the remaining ARPVs do not make any changes.

Ihe first set of ARPVs performs segments 6 amid 7 and begins l ay ing  doWn a chaff corridor
just prior to the FEBA and the  other two sets of ARPVs follow the corridor . Since the ARPVs
are f ly ing  at a l t i t ude , t i ey use the i r  active EW capabi l i ty  to counter any detected radar threats.
This is pa rt icula r l y true of t i me  lead set which has no cha f f  cover. When the t irs t  set of ARPVs
exha im sts 1k chaff . the second set assumes t i- ic lead and cont inues l ay ing  chaff. u pon reaching ti - ic
target amea all  t ime ARPVs p ertor m the func t ions  of segment 8. They loiter in t i e  area , fo l lowing
programmed f l igh t  path s .  and provide act ive j amming  support against  all  assi gned thr eats .

For segment 9 the  ARPVS which still have chaff  aboard are programmed to depart the
target  area whi le  the  st r ike  is I l l  p acre ss to lay down am - i egress chaff  corridor. The remaining
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b. Checkout Items when reconfiguring ARPV from EW
to strike configuration.

Remove chaff dispenser.
Remove active jammer s.
Remove threat warning subsystem.
Remove EW dedicated processors .**

Install weapon handlin g equipment.
Install weapon delivery (WD) dedicated processor.**
Install checkpoint navigation sensor and dedicated processor.
Change processor resident programs.

Remove EW programs.
Read in WD programs.
Read in checkpoint navigation program.
Read in weapon handling program (can be part of WD program).

c. Additional checkout when ARPV is brought up from storage.
Start engines and check out:

• Engine data from idle through military power
Engine control response to command inputs, including shutdown
Hydraulic system performance
Electrical power generation and contro l
Flight control actuation and response to command inputs.

2. Functions for Segment 2, Load Mission Programs
• . and Expendables

Load weapons and check out interface with weapon control processor.
Load fuel, oil if required (no processing functions required for this).
Load and read back mission program (ground track , alt itude profile, communication

data, equ ipmen t operation poin ts , etc .).
Load and read back weapon operation program.
Load and read back mission weapon delivery program.
Load and read back programs for require d options (recall , altern ate target , alternate

sensor , alternate route home , etc.) .
Load radiation target data.
Load navigation checkpoint signatures.

1f applicable
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r
ARPVs provide active EW support for the manned aircraft while thesc manned aircraft are

following the egress chaff corridor. These active EW ARPVS will he programmed to remain
outside the corridor to avoid conflict with the manned aircraft . They will have navigation
programs w hich keep them in loose formation for mutual EW protect ion against home-on-jam
tact ics.

Upon crossing the FEBA . each set of ARPVs will individually perfo rm the functions of
segment 10. Each set will be follo~~ing a navigat ion program which should result in separate
groups of four or five ARPVs. These groups will be spaced far enough apart along track to
permit recovery of each group before the next is ready to begin approach and recovery. If not .
the combat operations unit will need to command any maneuvers required to correct the spacing
during segment II, prior to descent to approach altitude.

Once the spacing is adequate , eac h set of ARPVs descends to approach altitude and control
is transferred to the launch and recovery control unit ~(segment 1 2). The LRCU monitors the
automat ic performance of maneuvers to separate each set of ARPVs for individual recovery and
commands correct ions if necessary. Following this, the remainder of segments 13, 14, and 15 are
t he same as segments 14 . 15, and 16 for the strike mission, and will not be repeated here.

Figure A-6 shows a typical flight profile for an EW mission with the flight segments
numbered to correspond to Figure A-S. The altitudes and ranges are only representative values as
are the breakpoints between segments. The segments shown will require performance of all
functions likely to be required on an EW mission.

II. ARPV MISSION FUNCTIONS

A . AVIONIC FUNCTIONS FOR STRIKE MISSION

I . Functions for Segment 1, Checkout RPV and Equipment

a. Normal checkout items

Initialize Processors
• Core and mission processor performance tests

Core and mission processor resident program tests

Electronic subsystem tests

Communication subsystems

Navigation subsystems

• Status monitoring subsystem

Electrical power subsystem *
Flight control subsystem *
Engine control subsystem *
Vehicle flight configuration subsystem. *

* Checkout to extent feasible without engine running.
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3. Functions for Segment 3, Launch and Initial Climb

For catapult launch, attac h catapult cable , wheels down.

Verify narrowband data link (NBDL) contact with , and ARPV control by, Launch and
Recovery Control Unit (LRCU).

• Align INS and acquire GPS navigation signals.

Start engine and verify normal operation of electrical , hydraulic and other subsystems.

Set flight configuration for launch using LRCU and mission control program input
commands.

Advance engine to full power and activate launch mechanism.

Automatic flight control to maintain attitude until airspeed and rate of climb
buildup.

Automatic flight configuration management based on airspeed and rate of climb.

When configuration is clean and airspeed is adequate, transition to programmed
flight profile and ground track.

Adjust engine to climb power and maintain programmed airspeed.

Monitor and control all other subsystems on programmed basis and report status and
position over NBDL.

At preplanned enroute point , verify communication with Combat Operat ions Unit
(COU) and transfer control from LRCU to COU.

4. Functions for Segment 4, Enroute Climb

• Maintain climb power and airspeed.

Follow programmed ground track using INS.

Update INS continuously with GPS navigation.
Monitor and report position and status of all subsystems to COU.
Level off at programmed altitude.

Adjust to cruise power when cruise airspeed is reached.

5. Functions for Segment 5, Enroute Cruise

Maintain cruise altitude.

Maintain cruise airspeed.

Follow programmed ground track using INS.

• Update INS continuously with GPS navigat ion.

Establish and verify operation of wideband data link (W BDL.). Switch to standby after
verification.

Reduce power and begin descent to penetration altitude.

Monitor and report status of all subsystems to COU.
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6. Functions for Segment 6, l)escend to Penetration Altitude

\ lai ut .t t ii descent airspeed schedule.

Maintain descent power.

Follow programmed ground track using INS.

Update INS continuously with GPS navigat ion.

S~ itc h low— altitude equipment from standby to on.

Use radar altimeter to level off at penetrat ion altitude.

Increase power to penetration cruise power.

Transition to terra in following.

Update INS at programmed locations with check point navigation.

Monitor and report status of all subsystems.

7. Functions for Segment 7, Penetration to Target Area

Maintain terrain following at penetration altitude.

Adjust power to maintain penetration airspeed.

Follow programmed ground track using INS.

Update INS position over each programmed checkpoint.

Switch target acquisition and weapon delivery sensors from standby to on.

Switch WBDL to on and verify image transfer.

Activate and/or arm weapons and weapon release subsystem at programmed location or
time to go.

Monitor and report status of all subsystems.

8. Functions for Segments 8 and 9, Checkpoint Update, Pull Up,
Target Acquisition and Weapon Delivery (TA&WD)

Maintain terraim following at penetration altitude.

• 
• Follow programmed ground track using INS.

Initiate sensor pointing using INS and target position.

Update INS position over final checkpoint inbound to the target.

At programmed distance from target based on INS output , pull up and follow
programme d profile for target acquisition and weapon delivery.

• 
Adjust power to maintain airspeed.

Acq uire and track target on radiation sensor.

• Sw itch to radiation sensor data t’or weapon delivery when it becomes more accurate
than INS data.

( ont inue sensor pointing using INS position or radiation sensor azimuth and elevation.
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Compute three dimensional weapon delivery maneuver commands using INS and target
positions and weapon ballistics.

Execute three-dimensional weapon delivery computations using INS and target
positions.

Compute weapon release points and after receipt of operator release approval , release
weapons when within proximity limits.

Monitor and report status of all subsystems.

9. Functions for Segment t O , Return to Penetration Altitude
and FEBA

Establish and maintain descent profile.

Adjust power to maintain descent airspeed.

Follow programmed ground track using INS.

Use radar altimeter to level off at penetration altitude.

Increase power to penetration cruise power.
Transition to terrain following.
Update INS at programmed checkpoint locations.
Return TA&WD sensors and WBDL to standby.

On approaching FEBA , resume radio navigation.

Monitor and report status of all subsystems.

10. Functions for Segments 11 and 12, Transition Past FEBA .
Climb and Enroute Cruise

INS position update over ground check point.
Operate 1FF as programmed.
Adjust engine to climb power.
Follow climb airspeed schedule.
Execute programmed identification maneuvers.
Update INS continuously with GPS navigation.

Level off at and hold cruise altitude.

Follow programmed ground track using INS.
• Adjust engine to maintain cruise airspeed.

Monitor and report status of all subsystems.

11. Functions for Segment 13 , Descent to Approach Altitude

Follow programmed ground track using INS.
Continuously update INS using radio navigation.

I
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Descent and approach equipment from standb y to on. Verify operation.
Reduce power and follow descent airspeed schedule.

At programmed location, veri fy communication with LRCU and transfe r control from
(‘OU to LRCU.

Transition from enroute to approach radio navigation update of the INS.
Execute programmed delay turns or orbits upon LRCU command.
Monitor and report status of all subsystems to LRCU.

12. Functions for Segment 14 . Approach and Recovery

Reduce power and slow descent rate to reduce airspeed.
Follow programmed approach ground path using 1NS and MLS.
Continuously up date INS using MLS or transition to MLS for approach control.
At programmed airspeed, extend landing gear, flaps and barrier engagement hook.
Adjust engine power to maintain programmed airspeed and descent rate.
Follow programmed ground track and flight path using approach RF navigation.

• Use radar altimeter data as programmed.
Follow airspeed , position, and altitude schedule to touchdown.
Shut down engine on touchdown or barrier hook engagement.
Turn off core and mission equipment.
Monitor and report status of all subsystems to LRCU.

13. Functions for Segment 15, Posfflig~t Checkout

a. Normal checkout items

Same as for segment I.

• b. Checkout items when reconfiguring ARPV from strike to
EW configuration

Remove weapon handling equipment.
Remove WD dedicated processor. **
Remove checkpoint navigation sensor and dedicated processor. **
Install chaff dispensers and active jammers.
Change processor programs.

• Remove strike and checkpoint navigation programs.
Read in active-jamming program.
Read in chaff-dispensing program.
Read in navigation program, including stationkeeping.

*9f applicable
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14. Functions for Segment 16 , Load for Next Mission

Load chaff and arm dispenser.

Load fuel, oil, etc.

Load and read back mission program (ground track , altitude profile, stationkeeping for
chaff dispensing, communication data, equipment operating points, etc.).

Load and read back chaff dispensing and active jamming programs.
Load and read back programs for required options (recall, alternate chaff schedules,

alternate routes home, etc.).

B. AVIONIC FUNCTIONS FOR ARPV RECONNAISSANCE MISSION

I. Functions for Segment I, Check Out RPV and Equipment

a. Normal checkout Items

Initialize processors

Core and mission processor performance tests
Core and mission processor resident program tests
Electronic subsystem tests

Communication subsystems
Navigation subsystems
Status monitoring subsystem

Sensor subsystem
Electrical power subsystem *
Flight control subsystem *
Engine control subsystem *
Vehicle flight configuration subsystem. *

b. Check out Items when reconfiguring ARPV from EW
to reconnaissance configuration.

Remove chaff dispenser.
Remove active jammers.
Remove threat warning subsystem.
Remove EW dedicated processors .**
Install sensor subsystem.
Install checkpoint navigation sensor and dedicated processor.
Change processor resident programs.

Remove EW programs.

Check out to extent fezasible without engine running.
1f applicable.
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Re:itl ii cl ieeK t ~ ) i i i t  ‘i.i~ ~ai on prograni .

iii ~ - i i ~~a ~~~~~~ iiicltiiliniz l i l l I Lc iS  ‘t r  .ins~~ is~ lon i~ ~u:rcn1eI1!~ .

,-i ddui oiwi i !IL- ,h 1! ~t / u ’n I R1’t is I ’Ioio ~.i ( up froPn storai ,’e.

.Siart ~~~~~ and cI ’ceI ~ oUt

I fl~ IiiC la ta  i ’iI~ it lit.’ th io ’ ie l i  i f lhI i t . i~ 5 pi.\’,cr

I nnuc c~a ltr ( i I c’~pon~c to oiii i iaiid iiputs , iiicliid~ng ,h.nt~ ov~e
(\ dr.!~LIk. ~ ~lL’ii1 ~~ l~

)iIii ti1~~

Icci r ical  ~~~~i c c l v L i tt o i i  d!~~l cont ro l

j eilt control  .i~ t i i . it o n .in i rcspon~c to command npu~~.

I unctio ns for Segment 2. toad \Ii~siop Programs
and Expendahies

Load sensor hint afld rec irding tap e :ad check out interface with control processor.

Load fuel , oi l if required (no processing functions required for this).

Load and read hack mission program ground track , a ltitude profile , cownmnication
data. equipment operation Ooints. etc .).

load and read hack ~en~or pe ratR n pIo~nam.

Load and read hack pro~rams u~ required options ( recal l , alternate targets , alternate
a lternat e route home. etc . ) .

:r i t  ion checkpoint onl1,~~II1e~

3. 1 an fitois for Segment 3 . Launch and (nitial (limb

Lu catapult launch. attach catapul t  cable. wheels down.

Verify n :irrowha nd da ta link t \ t l J ) E  ) contact with , and ARPV control by, Launch and
I~ccn~ cry (~ont ro l Unit ( I RCU} .

Align P’~ S and acq nire (iPS navigation ~ienals.

S art engine and veri fy normal operation of electrical , hydraulic and other subsystems.

Set flight configuration for launch i!sin~ 
[ RCU and mission control program input

commands .

Adva nce engine to titli lmwer and act i va te  launch mechanism.

Automatic fligh t control to maintain att i tude until airspeed and rate of climb
build up.

Auto niatic flight conf iguration management based on airspeed and rate of climb.

W h e n  co nf ig urat ion is clean an !  airspeed is adequate , tranf ition to programmed
Ii igh t pro file an iI g ron tid track.

Adj ust engine to cl imb power m l  ni mi nta in programmed airspeed.
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Monitor and control all ithe: SL. t r 5s t c l : , s flit progrmrn ” .ed basis and teport  . t a t t
pos ition ove r Nlli)1

~kt  prep lanne d enr it ute h~~nt.  v e i te  t ;)mni •~ O . :: tto f l  wi th (‘ ntn it~t t  ( ) r e r a t , , r  Unit
(COU) and t r .t ! :, )e~ COfl h f f l ~ f;)r:~ L I’ . to [UJ.

4. Functions for Segment 4 , Enroute ( h iu:h

Maintain climb power and a1rspee~.i.

Follow programmed grot tr 1 L r t L ~ .. sin~

Update INS continuously w ’ ~~ n.

Monitor and report pos itl ii id s a  ta s of a~ ~~ 
;t t n t s  to OU.

Level off at programmed a! ~I tt tn e.

Adjust to cruise power w hen C~~1iSt ’ at rspeed is reached.

5. Functions for Segment 5, Enrou e C.

Maintain cruise altitude.
Maintain cruise airspeed.
Follow programmed groand ra ck  using ~NS

Update INS continuously wa~i LWS ; avigat on .

Establish and verify operat ion o widehar d data link (WBDL) Switch to standhy after
verification.

Reduce power and hegtr uescent to pene:r atto r at t i tu d e.

Monitor and repurL ia us of iii snnsyst ci , is to COU.

6. Functions for Segment f., i)eSCette tc , Penetratton Altitude

Maintain d~s~ cv ~ir~ ~cen scl~

Maintain desern t .s~ :

Follow proac I~.;~ c~ ~rc , n .  n i  k ac tan

• Update i ~~~ c nt ~~siV V t  UPS i s  g.t~lon.

• Switch ow ,iIt i t ~~ie eqela tn e i t front standhn to on.

Switch reconna ssance se nsor s from of: ~o stan dby.

Use racar alt inic le! to ievel o.~ i ~tC ne t ra i lon  altitude.

Increase ~cwe r :o penc r. ii;ct ; c ro s~’ posh er.

Transition to t c r nmin  foilowing.

Update INS at programmed locations with checkpoint navigat ion.
Monitor and report s T J j u s  of all subsyst e ms.
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7. Functions for Segment 7, Penetration to Target Area No. I

Maintain terrain following at penetration altitude.
Adjust power to maintain penetration airspeed.
Follow programmed ground track using INS.
Update INS position over each programmed checkpoint.

Monitor and report status of all subsystems.

8. Functions for Segment 8, Checkpoint Update, Pull Up, Imagery
Collection for Target No. I

Maintain terrain following at penetration altitude.

Follow programmed ground track using INS.
Update INS position over final check point inbound to the target.

At programmed distance from target based on INS output , pull up and follow
programme d profile for imagery collection and recording.

Adjust power to maintain airspeed.
At programmed point , switch sensor for target No. I from standby to on and follow

programmed ground trac k and profile for target No. I.
Monitor and report position and status of all subsystems.

9. Functions for Segment 9, Penetration to Target No. 2

At programmed point , sw itch sensors to standby.

Establish and maintain descent profile.
Adjust power to maintain descent airspeed.

Level off and transition to terrain following.
Follow ground track using INS.
Update INS over each programmed checkpoint.
On command, retrieve taped imagery of target No. I and transmit via WBDL.
Monitor and report position and status of all subsystems.

10. Functions for Segment 10, Checkpoint Update, Pull Up, Imagery
Collection for Target No. 2

Maintain terrain following at penetration altitude.
Follow programmed ground track using INS.
Update INS position over final checkpoint on inbound leg for target No. 2.
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At programmed distance from target based on INS output, pull up and follow
programmed profile for imagery collection and recording.

Adjust power to maintain airspeed.

At programmed point , switch sensor for target No. 2 from standby to on and follow
programmed ground track and profile for targe t No. 2.

Monitor and report position and status of all subsystems.

11. Functions for Segments II, 12 and 13, Penetration to Targets
No. 3. 4, Etc., Checkpoint Update. Pull Up and Imagery Collection

Repeat functions for segments 9 and 10 for each assigned reconnaissance target.

12. Functions for Segment 14, Return to Penetration Altitude
and FEBA

Establish and maintain descent profile.

Adjust power to maintain descent airspeed.

Follow programmed ground track using INS.

Use radar altimeter to level off at penetration altitude.

Increase power to penetration cruise power.

Transition to terrain following.
Update INS at programmed checkpoint locations:

Return reconnaissance sensors and WBDL to off.

On approaching FEBA , resume radio navigation.

Monitor and report position and status of all subsystems.

13. Functions for Segments 15 and 16 , Transition Past FEBA ,

~ imb and Enroute Cruise

INS position update over ground checkpoint.
Operate 1FF as programmed.
Adjust engine to climb power.
Follow climb airspeed schedule.
Execute programmed identification maneuvers.

Update INS continuously with GPS navigation.

Level off at and hold cruise altitude.

Follow programmed ground track using INS.

Adjust engine to maintain cruise airspeed.
Monitor and report position and status of all subsystems.

( 
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14. Functions for Segment 17. l)escent to A pproach Altitude

Follow ~rogramn1ed ground tr ack u~ine INS

Continuously update IN S usil iC UPS.

l)escent and approach equipment f rom standby to on. Verily operat ion.

Reduce power and follow descent airspeed schedule.

At programmed location , ver ify communication with I.R(U and transfer control from
(OU to LRCU.

Transition from enroute to approach radio navigation update of the INS.

Execute programmed delay turns or orbits upon LRCU command.

Monitor and report status of all subsystems to LRCU.

1 5. Functions for Segment 18 , Approach and Recovery

Reduce power and slow descent rate to reduce airspeed.
Follow programmed approach ground path using INS and MLS.
(‘ontinuously update INS using MLS or transition to MLS for approach con trol.
At programmed airspeeds , extend landing gear , flaps and barrier engagement hook.
Adjust engine power to maintain programmed airspeed and descent rate.
Follow programmed ground track and flight path using approach RF navigation.
Use radar altimeter data as programmed.

Follow airspeed position and altitude schedule to touchdown.

Shut down eng ine on touchdown or barrier hook engagement.

Turn off core and mission equipment.

Monitor and report status of all subsystems to LRCU.

16. Functions for Segments 19 and 20

Same as segments I and 2.

C. ELECTRONIC WARFARE MISSION

Functions for Segment 1. Checkout RPV and Equipment

a. Normal checkout items

Initialize processors

Core and mission processor performance tests

Core and mission processor resident program tests

Electronic subsystems te s t s
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Communication subsystems
Navigation subsyste m s
Status monitoring subsystem

Electrical power subsystem*
Flight contro l subsystem *
Engine control suhsystem *
Vehicle flight configuration subsystem. *

b. Checkout items when reconfiguring ARPV from strike to
EW configuration.

Remove weapon handling equipment.
Remove weapon delivery dedicated processors.**
Install chaff dispenser and active jamming.
Install EW dedicated processor.
Remove checkpoint navigation sensor and dedicated processor.**
Change processor resident programs.

Read in EW programs.
Remove WD programs.
Remove checkpoint navigation program.

- . Remove weapon handling program.

c. Additional checkout when ARPV is brought up from storage.
Start engines and checkout.

Engine data from idle through military power
Engine control response to command inputs, including shutdown
Hydraulic system performance

Electrical power generation and control
Flight control actuation and response to command inputs.

2. Functions for Segment 2, Load Mission Programs
and Expendables

Load chaff and set dispenser controls.
Load fuel, oil if requited (no processing functions required for this).
Load and read back mission program (ground track , altitude profile, communication

data , equipment operation points, etc.).
Load and read back jammer chaff-dispensing schedule , including alternates to cover

other ARPV losses.

Checkout to extent feas ible without engine running.
1f applicable.
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I oad and read hac k programs for required options (recall , alternate target , alternate
sensor , al ternate route home . etc. ).

I oad am id read hack programs for required Ilight path adjustments to l)ermit loose
for mation joi n up under Launch and Recovery Unit (LRCU) control.

3. Functions for Segment 3. Launch and Initial Climb

For catapult launch , atta c h catapult cable , wheels down.
Verify narrowband data link (NBDL) contact with, and ARPV control by, Launch and

Recovery (‘ontro l tJnit (LRCU).
A lign INS and acquire UPS navigation signals.

Start engine and verify normal operation of electrical , hydraulic and other subsystems.

Set flight configuration for launch using IRCU input commands.
Advance engine to t’ull power and activate launch mechanism.

Automatic flight control to maintain attitude until airspeed and rate of climb
build up.

Automat ic flight configurat ion management based on airspeed and rate of climb.
When confi gurat ion is clean and airspeed is adequate , transition to programmed

flight profile and ground track.

Adjust engine to cIimh power and ma intain programmed airspeed.

Monitor and control all other subsystems on programmed basis and report status and
position over NBDL.

Perform programmed maneuvers in response to LRCU commands to join up in loose
formation w ith other LW ARPVs.

At preplanned enroute point, ver ify communication with Combat Operations Unit
(COU) and transfe r control from LRCU to (‘OU.

4. Functions for Segment 4, Enro ute Climb

Maintain climb power and airspeed.

Follow programmed ground track using INS. *

Update INS continuously with UPS navigation.

Monitor and report position and status of all subsystems to COU.

Level off at programmed altitude.
A djust to  cruise power when cruise airspeed is reached.

A djust power ms required to maintain along track loose formation. **

*lI,4iividual ground tracks will be preprogrammed to provide desired spacing for dispensing chaff corridor.
**f %l() ngt rac k position will be maintained by designating one ARPV as lead aircraft . The other ARPVS will

nhc } nhto r is position reports . compare their along-track posit ion with the lead position and adjust power (and
ai rspeed) to correc t along.t rack posit ion.
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5. Functions for Segment 5, Enroute Cruise

— 

Maintain cruise altitude.
Maintain cruise airspeed.
Follow programmed ground track using INS.

Update INS continuously with GPS navigation.

Maintain along-track loose formation.
Increase power and begin climb to chaff-corridor altitude.

Monitor and report position and status of all subsystems to COU.

6. Functions for Segment 6, Climb to Corridor Altitude and
Laying Chaff Corridor

Maintain climb schedule.
- -

. Maintain climb power with adjustments to maintain along-track loose formation.

Follow programmed ground track using INS.

Update INS continuously with GPS navigation.

Level off at corridor altitude.
Adjust to cruise power when cruise airspeed is reached.

Maintain along-track loose formation.
Switch ALE -38 , ALR -46 and AL Q-I 31 from standby to on.

At programmed location , activate ALE-38 and beg in laying chaff corridor.

Monitor and report position and status of all subsystems.

7. Functions for Segment 7, Laying Chaff Corridor

Maintain corridor altitude.

Follow programmed ground track using INS.
Update INS continuously with GPS navigation.
Maintain cruise power adjusted to maintain along-track loose formation.

Continue chaff dispensing.
Report chaff exhaustion.
If programmed to do so, activate ALQ-131 in response to specified threats .

Monitor and report position and status of all subsystems.

I
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~~ . Functions for Segment ~~, Target Area Support Jamming

Maiiitaiii corridor a lt i tude and follow programmed ground track to target area.

At progi :mnimed location begin area jamming following mission jammin g program.

Perlortii target atea maneuvers mising mission altitude and ground track program.
At programmed t ime or location, resume enroute navigation along egress chaff

cor ri ii or.

Operate j a ntmne r in accordance with mission and mission jamming programs.
U pdate INS continuously with (H’S .
When on target departure ground track , adjust cruise power to maintain along-track

loose for mat ion.

Monitor and report position and statu s of all subsystems.

9. Functions for Segment 9, Return to FEBA

Maiulain corridor alt i tud e .
1:011(1w programmed ground track us ing INS.
I. pdate INS continuously with UPS.
Adj ust power to mau i ta m alon g—track loose formation.
At 1~rogramniiied locat ion , discontinue area jamming.

If prograflimeu to do so . activate ALQ- 131 in response to specified threats.
Monitor and report position and status of all subsystems.

10. Functions for Segments 10 and 1 1 , Transition Past FEBA
and Cruise to l)estina f ion

Operate 11:1: as programmed.

I’erform programmed identif ication maneuvers .

ALR-46 and A LQ-13 1 to standby or off.
Reduce power and follow descent airspeed schedule.
Level off at cruise altitu de and adjust engine to cruise power.
Follow programmed ground trac k using INS.

Update INS continuously with UPS.

Adjust power to maintain along-track loose formation.

Monitor and report position and status of all subsystems.
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It .  Functions for Segment 12, Descent to Approach Altitude
and Separation Maneuvers

Follow programmed ground track using INS.

Continuously update INS using GPS.

Descent and approach equipment from standby to on. Verify operation.

Reduce power and follow descent airspeed schedule.

At programmed location, verify communication with LRCU and transfe r control from
COU to LRCU.

Transition from enroute to MLS update of the INS.

Execute programmed maneuvers for flight separation.

Execute additional programmed delay turns or orbits upon LRCU command.

Monitor and report position and status of all subsystems to LRCU.

12. Functions for Segment 13, Approach, Recovery, and

Postflight Checkout

Reduce power and slow descent rate to reduce airspeed.

Follow programmed approach ground path using INS and MLS.

Continuously update INS using MIS or transitk.n to MLS for approach control.

At programmed airspeeds, extend landing gear, flaps. and barrier engagement hook.

Adjust engine power to maintain programmed airspeed and descent rate.

Follow programmed ground track and flight path using MIS navigation.

Use radar altimeter TFR data as programmed.

Follow airspeed, position, and altitude schedule to touchdown.

Shut down engine on touchdown or barrier hook engagement.

Turn off core and mission equipment.
Monitor and report status of all subsystems to IRCU.

Repeat normal checkout items from segment 1.

(
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APPENDIX B

ARPV EQUIPMENT AND SIGNAL LIST

This appendix contains the assumed A RPV generic equipment and associated signal list.

Table B-I lists the equipment complement needed for the various missions formulated in
Appendix A.

Table B- 2 is a list of input signals required and output signals generated by the equipment
shown in Table B-i. Not all signals are required (either input or output) and not all equipment
operates during all mission segments. For example , the IMU operates continuously in contrast
with the MLS which operates only during landing maneuvers.

The column labeled “No. of Bits” in Table B-I , indicates the accuracy of the message s in
terms of bits. For example Normal Band Data Link (NBDL) requires 1 bit for power on/off
control, 1 bit for mode set (operate/standby), 12 bits for frequency select , 2 bits for transmit/
receive command, N )( 16 bits for the messages to be transmitted (with N the number of words),
N X 1 6 bits for messages received, and less than 16 bits for status report. Some of these messages
flow via the data bus and some are generated internally by the subsystem service algorithm
assigned to this particular piece of equi pment , depending on the architecture considered.
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TABLE B-I. ARPV GENERIC EQUIPMENT LIST

Mission

Equipment Strike Recce EW

NBDL(JTIDS) X X X

IMU X X X

(iFS X X X
Radar Altimeter X X X

Remote Com pass X X X
Air Data X X X
MLS X X X
Flight Control X X X
Engine Control X X X
1FF X X X

FLIR X

Radiation Sensor X
Weapon Station X
Checkpoint Update (TERCOM) X X
WBDL (Video) X X

IR Line Scanner X
Photo Camera X
Chaff Dispense r X
Threat Warning Receiver X
Active Jamrner X

•1
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TABLE B-2. ARPV EQUIPMENT SIGNAL LIST

Iteration Number
Equipment Signal In/Out Rate/Second of Bits

NBDL T/R Power On In I
NBDL T/ R Mode In 1
NBDL h R Frequency In 1 12
NBDL h R Transmit/Re ceive In 16 2
NBDL T/R Input Data In 16 X 16
NBDL h R Output Data Out 16 X 16
NBDL T/R Status Out 1 <16

WBDL Power On In 1 1
WBDL Operate Mode In 1
WBDL Frequency Band In 1 10
WBDL Frequency In 1 12
WBDL Antijam Mode In 1 3
WBDL Frame Rate Iii 1 5
WBDL Status Out 1 <16

1FF Power On In 1
1FF Operate Mode In 1 1
1FF Mode Select In 4 3
1FF Code Select In 4 8
1FF Indent. In 4 1
1FF Altitude In 1 12
1FF Status Out 1 <16

MLS Power On In 1
MU Mode In 1 1
MLS Frequency In 1 <16
MU DME On/Off In 1 1
MU TC Azimuth Out 16 16
MU IC Elevation Out 16 16
MU TC Range Out 16 16 —

MU Status Out 1 <16

Remote Compass Ex Power On In 1 1
Remote Compass Magnetic Heading Out 16 12
Remote Compass Status Out 1 <16

IMU Po~ver On In 1 1
IMU Pitc~ Rate (B) Out 32 16
IMU Roll Rate (~) Out 32 16
IMU Yaw Rate (B) Out 32 16

• 1MU Pitch Axis Acceleration (B) Out 32 16
IMU Roll Axis Acceleration (B) Out 32 16
IMU Yaw Axis Acceleration (B) Out 32 16
IMU Status Out 1 <16
IMU Acceleration Scale Change Out 32 8

GPS Power On In 1
GPS Time In 1 15
GPS Range Out 50 4 X 16
GPS Range Rate Out 50 4 X 16
GPS Status Out I <16
GPS Latitude In 1 9
GPS Longitude In 1 11

Narrowband data link-transmit /receive (JTIDS)
Wideband data link

ill
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TABLE B-2. ARPV EQUIPMENT SIGNAL LIST (Continued)

Iteration Number
Equipme nl Signal In/Out Rate/Second of Bits

Radar Atti i i ictet Power On Iii 1
Radar A lt imetc i Mode Iii 1
Radar Alt imete r Altitude Out 32 10
Radar Alt imeter Status Out 1 <16

theck point I pdate Power On In I
(TER(’OM )

Checkpoint Update Mode In 8 2
(TER(’OM)

Check point Update Sensor Activate In 8 2
(TERCOM)

Checkpoint Update Check point data Out 32 4
(TERCOM)

Checkpoint Update Time Out 32 16
(TERCOM)

Checkpoint Update Status Out 1 <16
(TERCOM)

Air Data Power On In I
Air Data Total Temperature Out 4 8
Air I)ata Total Pressure Out 4 11
Air I)ata Static Pressure Out 4 11
Air Data Status Out 1 <16

Flight Contro l Power On In I
Flight Coistrol Elevator Movement In 32 9
Flight Control Aileron Movement In 32 9
Flight (‘omitro l Rudder Movement In 32 9
I— light Contro l Status Out I <16

Engine and Engine Power On In 1 1
Control

Engine and Engine Throttle Position In 16 8
Control

Engine and Eng ine RPM Out 16 8
(‘ontro l

Engine and Eog ine TOT Out 4 8
Control

Eng ine and Engine TOP Out 4 8
Control

Engine and Engine Overheat Out 4
Control

Engine and Engine Fuel Pressure Out 4 8
Control

Engine and Engine Fuel Flow Out 4 8
Control

Engine and Engine Status Out 1 <16
Control

Chaff Dispenser Power On 1 1
Chaff Dispenser Mode In I
Chaff L)ispenser Type Dispenser In 1
Chaff Dispense r Pulse Rate In t 8
Chaff Dispenser Pulse Interval In 1 8
Chaff Dispenser Chaff Exhausted Out I 1
Chaff Dispenser Status Out 1 <16
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TABLE B-2. ARPV EQUIPMENT SIGNAL LIST (Continued)

Iteration Number
Equipment Signal In/Out Rate/Second of Bits

FLIR and Gimbal Power On In 1 1
FLIR arid Gimbal Mode In 1 2
FLIR and Gimbal Gimbal Store In 4 1
FU R and Gimbal LOS Point In 4 1
FLIR and Gimbal Azimuth Angle In 16 13
FLIR and Gimbal Elevation Angle in 16 12
FL1R and Gimbal FOV Select In 4 4
FLIR and Gimbal Gain In 4 2
FLIR and Gimbal Focus In 4 2
FLIR and Gimbal Reticle In 4 2
FLIR and Gimbal Cooling Out 1 1
FLIR and Gimbal Not Ready Out 1 1
FLIR and Gimbal Standby Out 1 I
FLIR and Gimbal Operate Out 1
FLIR and Gimbal Status Out 1 <16
FLIR and Gimbal Azimuth Out 4 6
FLIR and Gimbal Elevation Out 4 6

Radiation Sensor Power On In 1 1
Radiation Sensor Mode In 1 3
Radiation Sensor Break Lock Comm. In 4 1
Radiation Sensor Targe t Azimuth In 4 6
Radiatic- . Sensor Target Elevation In 4 6
Radiation Sensor Operator Mode Out 1 2
Radiation Sensor Type Detected Out 1 6
Radiation Sensor Type Acquired Out 1 6
Radiation Sensor Targe t Azimuth Out 4 6
Radiation Sensor Targe t Elevation Out 4 6
Radiation Sensor Status Out 1 <16

IR Line Scanner Power On In 1 1
IR Line Scanner Mode In 1 2
IR Line Scanner V/ H Ratio In 4 7
IR Line Scanner Contrast In 1 2
IR Line Scanner Roll Angle In 8 7
IR Line Scanner Drift Angle In 4 6
IR Line Scanner Lateral Angle In 1 4
IR Line Scanner Film/Tape Remaining Out 1 8
IR Line Scanner Status Out 1 <16

Photo Camera Power On In
Photo Camera Mode In 1 1
Photo Camera V/H In 4 7
Photo Camera Film Remaining Out I 8
Photo Camera Roll Angle In 8 7
Photo Camera Drift Angle In 4 6 -

~~~

Photo Camera Lateral Angle In 1 4
Photo Camera Status Out 1 <16

Weapon Station and Power On In I
Weapon

Weapon Station and Mode In 1 1
Weapon

Weapon Station and Master Arm In 1
Weapon

Weapon Station and Weapon Arm In 1 4
Weapon
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TABLE B-2. ARI’V EQUIPMENT SIGNAL LIST (Continued)

Iteration Number
Equipment Signal la/Out Rate/Second of Bits

Weapon Station and Release Quantity In 1 3
Weapon

Weapon Stations amid Release Interval In 1 4
Weapon

Weapon Station and Release Enable Im~ 1
Weapon

Weapons Stations amid Release or Fire and Time In 16 12
Weapon

Weapon Station and Retarded/Nonreta rded In 1
Weapon

Weapo ns Station and Select/Salvo Jettison , Weapons In 4 4
Weapon

Weapon Station and Select/Salve Jettison , Racks In 4 4
Weapon

Weapon Station and Ground Interlock In 1 1
Weapon

Weapon Station and Store Type Out 1 6
Weapon

Weapon Station and Weapon Ready Out I
Weapon

Threat Warning Radar Characteristics Out 16 48
Threat Warning Power On In 1 1
Threat Warning Band Select In 1 3
Threat Warning Threshold Adjust In 4 6
Threat Warning Threat Logic Select In 4 4
Threat Warning Mode In 1
Threat Warning Status Out 1 <16

Active Jammer Power On In 1 1
Active Jamme r Mode In 1 1
Active Jammer Transmit On/Off in 1
Active Jammer Transmit Indication Out 4 1
Active Jamme r Band Select In 1 4
Active Jammer Jam Mode Select In 1 4
Active Jamme r Status Out I <16

Miscellaneous Oil Pressure 1 6
Miscellaneous Oil Quantity 1 4
Miscellaneous Fuel Quantity 1 8
Miscellaneous Gear Up and Locked 1 2
Miscellaneous Flap Position 1 4
Miscellaneous Flap Control 1 4
Miscellaneous Speed Brake Position 1
Miscellaneous Speed Brake Control 1
Miscellaneous Gear Down and Locked I 2
Miscellaneous Weight on Gear 1 1
Miscellaneous Pilot Heat On/Off 1
Miscellaneous Fuel Dump 1 1
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APPENDIX C

ARPV ALGORITHMS AND PROCESSING RE QUIREMEN TS

From the assumed ARPV Mission Functions and Equipment (Appendix A and
Appendix B) estimates can be made regarding algorithm and processing requirensents. Since the
ARP V is not totally defined, these estimates are of relative certainty rather than of absolute
confidence.

In order to have a good representation of the total computational power onhoard the
aircraft , and for the purpose of projecting its application in the 1 980 time frame , tas ks of
relatively high processing requirements were chosen. For the purposes of this study, processing
requirements (memory and throughput) were found in existing documentation for ~ number of
tasks. For other tasks , the processing requirements were esti m ated using engineering judgment. In
general, the ARPV processing load was overestimated in order to simulate worst case conditions.

Each algorithm has the following requirements associated with it:
Instruction memory (permanent )—PROM
Data Memory (temporary)—RAM

Throughput depending on instructions executed and iteration rate.

Within the numbers describing the above-mentioned characteristics , 10 percent was added for the
built-in test (BiT) requirement. Three categories of algcrithms were considered:

Computational—In this category the main purpose of the algorithm is to provide
numerical data needed by each function. Solution of equations or manipula-
tion of data mathematicall y is included in this category

Logical—These algorithms are used mainly in decision making, table reading and
packing or unpacking binary data. Required executive functions are also
included in this category .

Subsystem Service (SSVC)—These are equipment-dependent algorithms and their
only function is to control hardware operation and procedures (mode set .
power on/off, input/output , scaling. etc.).

A list of algorithms under each category is given below:

Computational
INS (Strapdown )

- 

. 
Navigation Filter

GPS

Steering

Flight Control

Air Data

Guidance

MLS

Line-Of-Sight Computation

I
r 
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MLS

MLS Receiver System
TERCOM

TERCOM Sensor

Active Jaminem- Control

Active Jammer Transmitter

Table C-I shows the ARPV processing requirements with the respect ive iteration i a l c ~.

Figure C-I shows a block diagram foi- a i-epres entative strapdown inemti al navigation ~ ~.tef l i .

The procedure used to obtain memory and throughput requirennenits for sudi an algorit hm ~
illustrated in Figures C-2 through C-i I. The number of add/subtract and multiply divide uper.i
tions is counted. For those oper ations the assumption is made that there is a need tar three

- -
. housekeeping instructions per arithmetic operation. In the ~ourse of the actual ua~ t g a t s u:

computation , various trigonometric functions are required , e.g. sine , cosine, and tangent. (li e

special-purpose subroutine is needed for matrix transpositions which involves the logical nsannpu-
lation of indices. Some of the trigonometric subroutines and the nsatr nx t rainspusit non are

executed more than once , which contributes a factor of instruction iteration equal to t h e
number of repetitions- The results of this general process are summar ized in Tables C-2 and ( - 3 .

For IMU subsystem service , t he memory estimate is 200 words for instruction s ansI
50 words for data . The BIT estimate is 200 instructions ( usually 10 percent of total tc~tcd

algorithm instructions) and 50 data.

Following this independent study of the strapdown inertial n avigatio n algorithm, a
compar ison was made between other existing studies (Table (-4 . A itisal j udgnienit wa~ made.
giving 3 ,500 words of memory and 65 KOPS throughput requirennen it.

~

— 

. 
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TABLE (.1. ARPV PROCESSING REQUIREMENTS

Instruction Data
Mensory Mem ory

Iteration 16-Bit 16-Bit Tota l rhroug h1nit
.~Iisorit ’nsmi Rate/Second Words Words Memory IKOPSj

( ore

32 3 ,000 500 3,~~l~)
\ ~~~~~ I ~~~~

- - -~~ 1 ,300 2,300 3,600 .33
t o-I 11 ,500 2 ,100 13 ,600
11) 720 SO 770 I .5

~ n u t  32 2 ,750 600 .3 ,35 0 4~
\~: 1.)jta 4 560 75 6 0

I~~ tai •\ :u1i ,u~~~r SSV(’~ .U 150 30 180 0.5
I ~~~~~~ I 16 3,300 2 ,000 5.300 15

; a - s  4 2,200 300 2 ,500 7
- ; 16 600 100 760

5i u - ~- - .\~~. n R)r I 550 500 1,050 3
\ .~i .sha i Usia Link SSVC 32 550 500 1,050 3
H ‘~S\ l  4 150 20 170 0.5

(i i. -~ Cui ii~ l 32 1,000 2,000 3,000 30
Bulk Stoi.iec SSV~ 16 50 20 70 0.5
Air, raft Iu~li usucutat ion SSVC 1 70 30 100 0.5

Mission Specific

Une-of-sug hl Computation 16 330 50 380 5
I .i ~ cct Position Com putat ion 16 330 50 380 5
hnu.sci Point Computation 16 1,760 200 1,960 71
FLIP. S~\-( 16 600 100 700 3
Radiation Sensor SSV(’ 4 600 100 700 2

RI ~~I 32 2 ,450 2 ,000 4,450 70

W~ cuanu i)jt d Link SSVC I 170 50 20 u .s
‘~~.~~ - us Su u i - SSVC 16 550 lOU 651) 3
I R  lane ~ c .nuuues SSVC 8 220 50 270
P h i  u..smer ~ SSV( 8 220 50 270
I n u l l  l)ispenuse r ‘~SVt I 330 60 390
1 1 :-ui  \~~un~u u ~s R(’VR SSVC 16 400 100 500 1.5

t ..~ Janinmc i Control 16 880 200 1 .080 7

‘‘,‘,‘u s  Suu I - ,~~t - i  S c ’ .u.

-
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;yro angular rate i mnptm ts along hoily ax e s

A = l) irectiont cosine matrix relating body axes
to “ta lsi lized tr a mn e

py . p
~ 

= Transport aitgul ar rates wi th n~ 5P~~l to c ar O m
of ve hncle along stabi lized axes

xis - dvi;. ( ;V iO  dri f t  cot npentsat on

WI [
~~1 [

~1 [~ 1
~
‘
~~B W

2 = W
YH LA1~~ 

Py -

(03 ‘-“ zn pz

Figure C.2. Equation for Angle Rate Computation

~~~ 
(03 Angular rates of vehicle body frame relative

to stahi lized frame

Ut . q, . q~ . q~ 
= Quaternion elements which specify body

frame re lative to stabilized frame
- a ( W i ’ +0.12 + W 3

2 )~~~t 2

(I
ii 

q a /4 -
~~~~ i ~~2 -(03 ~ t

• 
~l, q2 ~ m ~ t a- ~4 (03 ~ t — (02 U,

=

~~ 2 ~~ W 3 L~t :i /4 ca n ~~ (Ia

‘14 -14 (03 ~~ ~~2 ~ t -- o f i~t a/4
-- Nf l -- N — N

Figure C.3 . Quaternion Update
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a 1~ Elements of A matrix c u i n puuiLd tr o nn
quatern ion elements

~~~. 0 , ~ 
= Conventional yaw , pitc h roll of -\ ( huud~ a x e -

with respect to stahili,ed frame

qi ’ + q,’ - q ~
2 — q ~ 

2 ( q ,q 3  t ln (a I 
~U2U4  ~11 13 1

[Al a21 a,2 a 23 
(q,q3 +q~ q4 l q1’ - 112 2 +q~~ +~~ 4 21 (3 (4 -~~q’ I

~~~~~~a 32~~~~
J -2( q,q4 — q 1 q, ) 21 q3 q4 +q 1 q~ 1q 1  — q~~ q~~ +

- L a 12 S - — -

= tan — )a.-

~ 0 = sin_ 1(a 52 )

I ~135
= tan ’( -

\ d 33

Figure C-4. “ A” Matrix Computation

a s B .  ~~~ a~~ = Sensed accelerations

A~. A, . A Sensed acceleratio ns resolved along ~ia hsh izcd
• frame axes

H n
~ 

a~ A x

~ 
aY B  -

~
- A.~ ~~ -O ii

a~ LAZJ ~ ~_i

Figure C-S. Acceleration Transformation
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Ii ‘— Sm itoothe d vert ica l altitude of vehicle

li~ = Bat on luetric alt ituile

= 1.inear velocit ies of vehic le with respect to
earth along stabilized frame axes

- . = Earth-rate components along stabilized axes

- g5 = Gravity cunIponleilts along stabili zed axes

K 1 . K 1 = A lti tude t’eedback ioop gains

Figure C-6. Linear Velocity Computation

= l-a rih’ ’ polar radius

- = Earth ’ s equatoria l radius

f = I /2 ’)7 coet f ic icut  of f lattening

- l  R1, R1.

c~ = Elem ents 01 direction cosine matrix specif ying
- - 

- vehicular position relative to earth

‘ l
Ii - ,
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= Earth rate

= Lcj i . 

[~ 1

Figure C-8. Earth Rate Computation

Cfl = C05 ~T COS X — sin 
~~T ~~~ 4) sin X

C12 = — sin 
~i 

cos X — cos aT sin 4) sin X
Initial Position C13 = COS 4) sin X

C21 = sin aT COS 4)
4’(O), X(0), aT(O) C22 = ~~~ ~T COS 4)

C23 = sin 4)
C31 = — C05 a~ sin X — sin aT sin 4) cos X

- C32 sinai S1fl X— COS a1 sin 4) cos X
C33 cos 4) cos X

0 --pr p~. 4) = sin t C ,3

Lc] = f ~c] . p~ 0 _ px
_j 

dt X = t a n i

- 
-— 1-~ ~~~ 

a-i- = tan n

4) = Latitude - 
-

X = Longitude
ar = Wander angle with North of stabilized frame. (Zero for North-oriented s~ stei n)

Figure C-9. Cosine Matrix Update

g5 0

= 

LI 
- - 2 -F ~2 (~~~~~~~

g0 = Gravity constant = 9780.270 X lO_ 6 km /sec 2

e = Eccentricity of a meridianal ellipse on the earth

Figure C-lO. Gravity Computation
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‘—‘—~\ t u ’ ~
0 v l 5  . it+ = (;~ r~u angu lar rate inip uts along body axes

A = I ) nnec t iuu i i  cosine matr ix  relating body a \c ~
t o  ~tahi Iiied frame.

p1 = I nai ispo rt a ngut lan ra te s of vehicle along sta b il ized
ixes . w i t h  r u ’~peL I to eart h .

Ii’ ~ iii 
= ( 

~ no di i t t  coiii pciis. itiuii.

L}_y~
j

~ ____
L~Ii 

= one inlatrix tn a nispusi I ion

EB] = L’~ 
- L~

] C) multiplies . 6 add ‘su bt rac t s
p7

rW ml Iw xul r ~ 
[~x~1I = I ‘-‘-‘ yts LRJ 6 auld sno t i i c tS

L’-”~J L~z~J

Figure C-I l. Arithmetic Operations Required for A m ig le Rate Computation s
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TABLE C-2. INERTIAL NAVIGATION
MEMORY REQUIREMENT S

Memory Words
Function Instructions Data

Arithmetic and Housekeep ing 1787 250
Operat ions

IMU Subsystem Service 200 50

BIT 200 50

Total 2187 350

TABLE C-3. INERTIAL NAVIGATION PROCESSING REQUIREMENTS

Instructions Total Instruction Iterations
Function MuI./Div . Add/Sub. Other Mul./Div . Add /Sub. Other

Inertial Navigation 251 144 1185 25 1 144 1185
Computation

Trigonometric 36 18 108 108 54 324
Subroutines

Matrix Transpose — 45 - — 90
Subroutine

Total 287 162 1338 359 198 1599

1787 Total Operations = 2156

Average Throughput Requirement Instruction Mix:

= 2 156 operations X 32 itera t ions/sec ond MID — 17 percent
= 68.9 KOPS/second Other — 83 percent

TABLE C4. INERTIAL NAVIGATION-COMPARISON WITH OTHER ESTIMATES

Memory Throughput
Source (Words) (KOPS/Second)

TI-ARP V 2537 68.9

TI-DAIS 2417 45.6

Rockwell-ARPV 3000 40,0 •1

Ikuneywell’DP/M 2550 33.3

Jud gmenn 3500 65
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APPENDIX D

SUMMARY OF SYSTEM NETWORK SIMULATOR (SNS) RESULTS

I. DISCUSSION OF SNS RESULTS

Th~ appendix conta ins a snniinary ol sunulat ion runs using t h e  DP M S stein ~\ e t s t  ut k
Simulator (SNS I. Th mee candidate a\ ionic system configurations were s imL ilated:

Centralized System

Hybrid System

DP M System.

Note that the System Network Simulator used to simulate the ARP\’ conlig~irat i ni~ was .t

modified version of the SNS deliver ed to AFAL as part of Contract F336l ~-~ 4- ( -10] ~~ .

Distributed Processor - Memory Architec tures Desi gn Program. The latter SNS s~ as designed for
the recommended PE architecture in the subj ~~~t study and the execut ive and bus models were
designed according ly-

In the ARPV application , t he MIL-STD-1 5 5 3 A  protocol was used for the -r I)M bus. The
ear lier study used the round-robin method for the TDM- bus. The bus niodel for the ARPV
application had to be modified to simulate the M1L-STD-l 553.A protocol. A lso. tile execu t i S e

~ models for the original SNS specifica lly modeled the executive for the earlier recommended
arc hitecture. In the ARPV application, these models should be looked upon as general-purpose
with no meaningfu l input to the executive loading statist ic for each PE in the simulation
summary reports.

4 A brief description is provided of the changes that were made to exi s t ing SNS subroutine s
to simulate the ARPV avionic system configurations. Using the Hyhnd system as an exa mp le . a
listing of the user input data is provided in Table D- i. The meaning of each variable used in the
user input data set is the same as defined in the description of the original SNS.

The only major change ma,ie to the SNS was to the bus transmit models: GBUSCX and
4 

- 
LBUSCX. The round-robin passing of control mechanis m in both models was removed . .Message
formats as dictated by NIIL-STD- l553A are shown in Figure l)-l. The sta t is t ics  collection
statements of the bus models were modified to correct for the resulting changes in time
measurements.

The following conventions were established for user data :

Message types for terminal-to-terminal transfers shall he 100 ~ type <200
- 

- - Message types for bus controller-to-terminal transfers shall be tYpe <100.

A simplifying assumption was made for the Centralized configuration. Since all terminals except
th e computer are “dumb” terminals, there are no terminal-to-terminal transfers. The following
variable was defined to differentiate between the centralized and the distributed configurations:

A named common “CONFIG” was defined with a logical variab le ARCHIT as a
member. CONFIG was defined in MAIN and in LBUSCX and GBUSCX. ARCHIT
is se t FALSE. in MAIN when simulating centralized configurations and TRUI:. in
MAIN for distributed type configurations. This variable impacts statistic collec-
tions in the various configurations.
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TAttLE U-I. HYBRID SIMULATION TEST CASE
STRIKE CONFIGURATION

l l l t t t I t l l l l t t l l  I l t t l l l t I l t i l i l l  3333333333335333
&T’T BD
‘~ SI 2 E a 2 -

~
G A PT M € . ~~,8IT PR!) .t .
$ Sy NC

&TCI EFN
T A s i c I n  ‘ 1

• t
IENO
~M0E FN
‘TYPE a 21
L ENG TN • INuMr)ES • I
T A S KIb • i t
CCL E P4 • 2~geNr,
&TDE F~s
T ASKItI • 2
&END
&MT 8D
NUPIMSG • I
&E NO

MD F F
TYPE a 22
LEN6T H • I
NUMTI ES a

• 42
CCLE N •

& ‘T DE F N
TAS K ID • 3
$END
& MT BO
NUMMSG a (

& MrF F~,TYPE • 23
LE NGTM • I
NUMDES • I

• TA SK ! ? )  • 43
CCL E .  •

- - 
$tDEF~.TA S ’( ID • 4

- . NPP EO • I

& MT q C
N I J M M S G  a

&TOE FN
TA S K ! ?) • 5

- 
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TABLE D-I. HYBRID SIMULATION TEST CASE-
STRIKE CONFIG URATION (Continued)

&MT BD
NUKMSG • I
LEND
&ND F.
TYPE • 25
LENGTH • I
NUNDE S • I
TA LKID  • 45
CCLEN •
UND
LT DEFN
T A S K I D  • S
L END
$ HTBD
N IJ MP 1SG • I
LEN D
$ MOE F N
TYPE • 26
LE NGTH • t
NUMOE S • I
TASKI D • 46
CCLE N • 2~LE ND
LTO EFk
TASK ID a 7
LEND
I MT 60
NUMMSG • t

• LEND
LI’ 0 F N

- . TYPE • 27
LENGTH • I
NUMOES • I
1*5Kb • 47
CC L € N • 2~LEND
ITOEFN
TA$ KI O  • S
LE N D

NUMI’SG U I
LEND
$MD E F H
TYPE U 26
LE NGTH • I
NUMO ES • I
1*51(10 • 46
CCLEN •

- - LEND
$TDEFN
TA8KI0  • 9
LEND
LM TSD
NU M NSG • I
LEND
$NDEFN
TYPE • 20
LEN G TH • I

t I
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TABLE U-I. HYBRID SIMULATION TEST CASE-
STRIKE CONFIGURATION (Continued)

NUMDE S • I
T A S K I D  • 49
CCL EN • 2m
L END
ITO EFN
T A S K I D  •
LE ND
& MT B D
NUM MSG • I

IMOEFN
T Y P E  • 3P
LENGT H • I
NUM?) ES a I
T A S K ! ? )  • 5t ~lCCLE K • 2.’
LE ND
&TDEF ~TAS KI D • I I
LEN?)

N014 1’I$G a I
LE ND
& MOE F N
TYPE I 3 1
LE N GT H • I
NUMD~ S •
T A S K ! ? )  • 51
CCL EN • 2~i
LEND

TAS K ID a 12
LEN!)
L MTBI )
NUM$SG • I
IE~~D& MD E F N
T Y P E  • 32
LENGT H • I
NUMOES • I
T A S K ! ? )  • 52
CCLE N • 2~LEND
&T DEFN
T A S K ! ? )  • 13
L E N D

- - NUI’NSG • I
LEND
LM D E FN
TYPE • 33
L ENGT N • I
N UM OES a I
T ASK !?) • 53
CCL EN • 2~LE N D
LTD€ FN
T A S K ! ? )  • 14
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TABLE D-I. HYBRID SIMULATION TEST CASE-
STRIKE CONFIGURATION (Continued)

LEND
LMT 8O
NUM MS G • I
LE N D
INDEFN
TYPE . 3 4
LE NGTH a I
NUPIDES • I
1*51(10 • 54
CCLEN • 2U
LEND
& T DEFN
1451( 10 • 15
LEND
$ H 1 60
NUMMS G • I
LEND
LMDE FN
TYPE • 35
LENGT H • I
NUMOE S • I
1*51( 10 • 55
CCL EN • 2~LEND
$ TO E F N
TA SK ID • 16
LEND
LI’T80
NUI’ NSG • I
LEND
& MI) E F N
TYPE • 36

— -~~~ L E N G T H • 1
NUNOES • I
1*51 (10 • 56
CCL.EW • 2~LEND
LTD EFN
7*51 (10 • 17
LEND
&MTB O
NUMM S G • I
LEND
LMOEFPI
TYPE .37
LENGTH • I
NUMOE S • I
7*51(10 • 57
CCLE N • 26
LEND
ITOUN
1*51(10 ‘
INANE • 45W QA DA P A L ?!METE ~RTY PE I ISP
KlINE • 157
NPR ED • 1
N!NSG • *INTYP E • 21

- 
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TABLE D-l. HYBRID SIMULATION TEST CASE-
STRIKE CONFiGURATION (Continued)

NUMSUC • I
5610 • 53
LEND
$N T BD
NUMMS G • 2
LEND
INOEFN
T Y PE • 112
LE NGTH • I
P4UM DES • I
TASK!?) • 48
CCLE N • 2n
LEND
& NDEFN
TYPE • I
L ENGTH • I
NUNDES • I
TA S K ! ? )  a 4
C C L € N  • 26
LEND
ITD EFN
T A S K ! ? )  a 42
T N A M E  • 4014 INS
RTY PE a 3506
X T ! M E • 26513
NPR ED • I
NIMSG • I
IMTYP E • 22
LEND
* MT SO
NUMNS G a S
LEND
L NDEFN
TYPE • IPO
LE NGTH • IS
NUM DES • I
T A S K I D  • SQl
CCL EN •
LEND
&MD EFN
TYPE • 161

-
. - LE NG T H • 18

NtJ M D ES • I
TA5K!0 • 53
CCLE N • 26

-- LEND
L M DF F N

- ‘. TYPE • 1~ 2
LE NGTH • 1 6
NUMO ES • I
7*51(10 • 49
CCLEN • 20
LEND
IMDEFN
TYPE • 1o3
LEN GTH • 12
NUPiDES • ~T A S K ! ? )  • 51

132 
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TABLE D-I. HYBRID SIMULATION TEST CASE—
STRIKE CONFIGURATION (Cont inued )

CCL.EN • 20
LEND
L PI DEP N
TYPE • p
LE NGT H • 1
NUNDES • I
1*51 ( 10  a 4
CCL EN • 25
LEND

T A a K I ? )  • 43
TN A I’€ a 461-4 R A D I A T I O N  SENSOR
PTY P E • 70(1
x T I~~E • 625
NPRED • I
N! M S G a I
INT YPE • 23
LEND

NUMN 5G a
U’s)

T’~~ • 31?
a 2

NU’-IDES a ~T A S K ! ? )  • 54
CCL E N a

& M O F F N
TYP E • 3
LE NGTH • I
NUsDES a I
1*5 1(10 a 4
C L€N • 25
LEND
L T OEF N
T A S K ! ? )  u 45

• 1N*ME a 401-I aIR DA TA
b • R T ~~~f’E • 635

XT !ME • 1675
NPREC • I
N! MSG • I

- - - II’TYPE • 25
NUNSUC a I
$611) • 53
LEND
L M T B D
NiJ I4M 5G • 2
$EN C
$M~~EFW
TYF1 ~ • 367
L~~~~T$ • S
i’11.r’Q E$ • I
1*81(10 • 49
CC LEN • 20
LE ND
LMDEF N
TYPE • S

I33
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TABLE U-I. HYBRID SIMULATION TEST CASE—
STRIKE CONFIGURATION (Continued)

LENGTH • I
NUMO ES • I
T A S K ! ? )  • 4
CCL EN • 26
LEND
LTD E FN
T A S K ! ? )  • 46
‘I NA N E • 40H STAll ’S MCI PITTOR
RT YPE a
XT IM E • 93( 1
NPREO a ~N !M SG • I
IMT Y P E • 26
LEND
LMT 5? )
NUMM SG • 2
LENt ’
LN D E FN
T Y PE • 113
LENGTH • 25
NUN C IE S • I
TASK!?) • 47
C CL E N a 2~
LEND
LMDEFN
TYPE • S
LE NGTH • I
NUN PES a
1*5Kb • 4
CCL E N a 20
LEN?)
LT DEFN
TA SK ID a 47
TN ANE • 46N NARROW SAw ’ ) DATA LIN K
RTYP E • 165( 1
Kl INE • 938• P4PRE D • 2
N! MSG • 2

- - !M T Y P E • 27 ,113
LEND
& M T BD
1-J1’MMSG • I
L E N D
$ MOE F N
TYPE • 7
LENGTH • I
NUMDE$ • I
T ASK!?) a 4

-
‘ CCL EN • 2(1

LEN!)
LT DEFN
T A S K ! ? )  • 48
T HA ME a 4014 TARGET P08 . CO M P.
RTY DE • 38(1
Y TIME • 1563
N PRED • 2
N1$SG a 2
T M TY P E • 28 ,112
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TABLE U-I. HYBRID SIMULATION TEST CASE—
STRIKE CONFIGURATION (Continued)

NUMSUC a I
SRID a 49
LE N D
IN 180
NU MMSG • I
LEND
L MOE F N
TYPE • S
LENGTH • I
NIJ MOES • I
T A S K ! ? )  a 4
CCL EN • 26
LEND
LI Of F N
TASK! ? )  a 49
T NA ME • 451-4 IMPACT COM P .
RTYPE a
XT !ME a 22 18( 1
NPRED • 3
N I MSG • 2
!MT YPE • 29 , 112
LEND
&MT BD
NUMMSG • 2
LEND
& MDE FN
TYPE • 111
LENGTH • 1
NUM DES • I
T A S K ! ? )  a 51

• CCLE N • 20
LEND
$MDE FN
Ty PE •~~LE NGT H a j

PJUM’) ES • I
T A S K ! ? )  • 4
CCL EN • 26

• LE N? )
&T DEF N

• TAS K !?) a
T W A M E  a 4(11-4 NA V . FT LT E~

- - 
- R TYP E i 3666

X T I M E  • S
P4PRE D a 2
NI MSG • 2
IPITY PE • 3.I ,j P Q !
LE ND
L MT SO
NUMMSG . 1
LEND

4 $M DEFN
TYPE a 10
LE NGTH • I
NU N DE S a I
TASK !?) a 4
CC LEN a 2~LE ND
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TABLE U-I. HYBRID SIMULATION TEST CASE—
STRIKE CONFIGURATION (Cont inued )

ITOE FN
TASK!?) • 51
TNA Nf • 491H FLIG HT CONTRO L
R TYP E • 3356
Kl IN E • 14(163
NPR ED • 2
N INSG a 2
IPiTY PE • 31,1~~3L END
$M TBD
NUP’NSG • I
L EN? )
$MOEF1-J

TYPE a 11
L E N G T H • I
NU PIDES a I
T A S K ! ? )  a 4
CCLE N • 26
LEN?)
&TDEFw
TASK! ? )  a 52
INANE • 4(11-4 ST EERI NG
RTYPE • 77( 1
XTI ME a 3594
PIPRED a I
Pd!MSG • I
INTYPE a 32
LEND

NUMMSG • 2
LEND
L MO E F N
TYPE • 3(18
LE NGTH a S
NU PIDE S • I
TASK! ? )  a 51
CCL EN • 2(1
UN?)

TYPE a 12
LENG TH • *
NUPIDIS a I
T A S K I D  a 4
CCLE PI • 20

• LEND
LT C EF P’
T A S K ! ? )  • 53
TN* ME a hIM GU IDANCE
ATYP( a 251S
ST INt • 2158
NPR IO a I
P~!~ SG • 2
INTYPE a 33 .10 1
LEND
IMTSD
NIJMM$ G a ~
LMOUN
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TABLE U-i. HYBRID SIMULATION TEST CASE-
STRIKE CONFIGURATION (Continued)

TYPE a 13
LENGTH • I
P4UN DCS • I
TASKIO a 4
CCLEN • 2(1
LEND
LT O !FN
1*31(10 a 54
INANE a 4(11-4 M ISS ION CON TR OL
RIYPE a 53~ p
XT I ME • 468$
NPRED a 2
NIMS G • 2
!H’IYPE • 34 , j 4 4
SEND
L MTSD
NUMN$ G • 4
SEND

• IMOEPPi
TYPE • 111
LENGTH • 2
NUPIDEL a j
T A S K ! ? )  • 58
CCL EN a 20
LEND
LM D EFN
TYPE a 115
L ENGTH a 2
NUIIDES a I

• TASK !? )  • 57
CCLEN a 26
LEN?)

TYPE • 316
LENGT H a 2
NUND ES a ~TASK! ? )  a 55
CCL EPi a 2(1

& MOE F N
TYPE a 14
LE NGTH a
NUMOES a I
TA S K ID a 4
CCL EN a 2(1

- 
• LEND

LT DEFN
- 

_
4 T A SK ID a 55

T HAM E a 4QlH WI D E BAND D A T A  LINK
-~~~~ RT YPE a 220

— 
Kl INE • 157
NPR ED a I
P4IMSG a ~
IMTYPE • 35
LEND
LMT8 D
NUMM$ G • I
IEP4D

137
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TABLE U-I, HYBRID SIMULATION TEST CASE-
STRIKE CONFIGURATION (Continued) •

$M?)fFP4
TYPE • 15
L ENGTH a I
P4 UMDES a I
TAS K!?) a 4
CCLEN a
LEND
LT DEF N
TAS K!?) a S6
INA NE a 4(11-4 FLY R
R T Y PE • 70(1
Kl INE • 935
N PRED a 2
P~!MSG a 2
IP ’TV PE a 36 ,111
L EN? )
$14180 -

P4UMNSG • I
LEND
LNOEFN
TYPE a 16
LENGTH a I
NUMOE S a I
TASK! !) a 4
CC LEN a 2(1
LEND
110fF 1-i
LAST a •TRUE •TASK!? )  a 57

4 T HA M E • 4(1H W EAPO N ST A T IO N
4 RT YPE a 65(1

- - XT INE a 938
P4PREO a 2
N IPISS • 2
!MT YP E • 37 ,115
LEND
L MT B ? )
N(J MM SG a I

• LE N? )
&MDE FN
TYPE • 17
L ENGTH a I

• NUMOES a I
TAS K!?) a 4
CCLE N a 2O
LEND
LGSDE F -

• TOTPE s Q
GBCL •
SLGT H a 9

* - LEND - -

&LB D EF
NUPIPE a I
PECON a j

• SLGTH • I
LEND
ILBOEF
NUMPE a I

- 

- 
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TABLE U-i. HYBRID SIMULATION TEST CASE—
- - -~~~~~~ STRIKE CONFIGURATION (Continued )

PECOPi a 2
• 51.6TH a ~

L END
ILSDEF
NUPIPE a I
PECO N a 3
01.6TH a 1
LEND
L LS D EF
PIUMPE • I
PECOw a 4
BLG T N a
s EP.? )
L LB ? )EF -

•
N UM PE a 5
PECaN a 5
BLGTH a
LEND
*1. 00f F
NUNPE a t
PECO N a S
SLG TM • I
LE N D
L L B D E F
NUMPE • I
PECt I N a 7
B LGT H • I
LEN!)
IL 6!)

4 NUMPE • I
a e

01.6T H a j

L A S Ta •1Rii f~NUNPE • I
PECON • 9
81.6TH • 1
LEND
& Of F I NE
eEl? )  a t
NUMT SK a 17
TASKS a I,2 ,3, 4,5,8,7,(1,9,1(1,t1,1 2 ,13,1 4,15 ,16.17
LEN!’
LDE FINE
PElt’ • 2

- - NUMTS K a 1
T A S K S  a 42
LEND
L DEFINE
PET? ) a 3
NUMTSK a 5
TASKS • 4 1 ,4 5 , 4 8 , 5 2 , 5 3 , 54
SEND
&DEFINE
PEID a 4
NUNI SK a 2
TASKS • 47 .5 ( 1
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TABLE U-I, HYBRID SIMULATION TEST CASE-
STRIKE CONFIGURATION (Continued )

LEND
LDEF INE
PU?) a 5
NUMT SK • I
T A SKS a 5j
LEND
$DEFINE
CE!? ) • S
NUM TSK a 3
TASKS a 43 ,48 . 49
LEND
LOE FINE
CUD u 7
PIUMTSK a I
TAS KS a 57
$EN? )
L F)EF INE
PE!D a 5
NU NTSK • t
TASKS a 58
SE N D
LOEFI N E
PU?) a 9
PIUPIT SK • I
T A S K S  • 55
LAS T a T RUE.
lE ND
LFNDE F N
ID a t
RUNT a 1(10(1
I TE R • 3125(1
NUMP E a I
S~ PE a 3
$ENO
*FN?) EFN
ID a 2
RUNT a 20(11
!TER • 312S91
PILIM PE • 1
SFPE a 3
gEN?)
& FNDE FN
ID a 3

• RUNT a 35(10
!T ER • 25000- I
NUPIPE • I

-
~~~ SFPE a S  - —

LF N OEF N
- :  ID

RUNT a 40 (1(1
b I E R a 25U!0P,~’NUMPE a j

SFPE a 3
$END
LFN ?)EFN
ID a s
RUNT a 1(1(1(1
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TABLE U-i. HYBRID SIMULATION TEST CASE-
STRIKE CONFIGURATION (Continued)

T IER a 1(10(1(1(1(1
NUHPE a 1
SFPE a 3
LEN!)
LPNDEFN
ID a 7
RUNT a 00(1(1
I T IR  a
NUMPE a I
5PPE a 4

P.C
$ PNDEFP.
ID a S
R~JNT a 7(1(1(1
ITER a
NUPPE a I

a 6
‘ lEN!)

LFND N
ID . 9
ReN T a 2135(1
!TE Q a 625~
NUMPE • I
$FPE • 5
LEND
LF NO EFN

• 10
RUNT • 22355
I T ER • 200(1(15( 1

- ?  NUMPE a t
S FPE a 4
LEN?)
LEND EF N
I?) a II
RUNT a 2335 (1
IT E6 a 3125(1
NUMPE a
5FPf • 5
LEND
LFP~DEFN
ID • 12

* RUNT a 25150
- -  ITER a 6256(1

NUMPE • I
• - SFPE a 3

LEND
LFN4)EFN
ID • t 3
RUNT • 2879(1
tI ER • 25(1600
NUNP E a *
SFPE • 3
LEND
LFN DEFN
ID • 14
RUNT I 426(1(1
IT ER a 8250
NUP4P E a I

- 

- 
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TABLE U-i. HYBRID SIMULATION TEST CASE-
STRIKE CONFIGURATION (Continued )

SF PE a 3
LEND
LEN DEEM
I D  a j 5
RUNT a 4735
TIE R a 10(1(1(100
NUNPE • 5
SEPE a 9
LEND
& END EF N
10 a 16
RUNT • 4840(1
TIER a 62500
NUMP E a I
SEPE • 0
LEND
&FNDEFN
I!’ a t 7
RUNT a 494 (1(1

- - ITE R a 6250 (1
NU PiPE • I
SFP E • 7
L A ST • .TRUE.
LE N?)
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TABLE D-2. ALGORITHM SIGNAL LIST

No. of No. of Msg.
Msg. Msg. Size Iteration!

Algorithm In Origin Out Destination X16 BITS Second

Mission Control 2 Weap. Stat. I
2 Weap. Stat. I 4
I Weap. Stat. 1 16
8 Weap. Stat. 1
3 1FF I
3 1FF I 4

4 MLS I I
3 NBDL 1
2 NBDL I 16

NxIn NBDL 1 16

6 WBDL I I
1 Rem. Comps . I I
1 IMU I I

2 INS I I
GPS 1 I

2 Rad. AItm. I I
I Air Data 1

1 TERCOM I
1 TERCOM 1 4
2 TERCOM 1 8
I Fit. Cont . I I
1 Flt. Cont. I I
2 FLIR I
6 FLIR 1 4
2 Rad. Sen. I
I Rad. Sen. 1 4
2 Gnd Trk. Guidance 2 I

- 
- I Ter . Following I

3 Climb/Desc. 1 4
Guidance

- 
- 1 INS I 4

3 INS 2 32
INS 2 Mis. Con. 1 1

2 Rem. Comps. 1 16
1 Mis. Con. 1 4

IMU I 32
3 IMU I 32
3 Mis. Con. 2 32

9 Guidance 2 32
Nay. Filt. 2 32
Impct. Pnt. 2 32

3 LOS 2 32

- 

- 
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TABLE D-2. ALGORITHM SIGNAL LIST (Continued)

No. of No. of Msg.
Msg . Msg. Size Iteration/

Algorithm In Origin Out Destination X I6 BITS Second

Navi gation 1-ilteu 9 INS 2 32
9 INS 2 1 /2

(;
~iidattce

(a) Ground Track ing Mode 2 INS 2 4
4 Mis. Con. 2 4

INS I I

Steering I
4 h) ft- rt aiti 1-oliowing Mode I Rad. AIim. 1 32

2 INS I 32

Mis. Con. I 32
Steering I 4

( c )  Climb/Descend and Cruise 2 Air D~ita I I
Vertical Mode 2 INS I

3 Mis. Coti. 1
Steering 1

(d) Weapon Delivery 4 INS 1 16
Vertical Mode Impct . Pot. I 16

Steering 1 4

(e~ Weapon Delivery I INS I 16
Horizontal Mode 2 Impct . Pot. I 16

I Steering 1 4
(1) MLS Guidance Mode 3 MLS l 16

I INS 1 16
2 Steering 1 4

Air Data 1 Mis. Con. I I

I Stat. Mon. 1 I

3 Guidance 1 4
3 FIt. Cont. 1 4

3 Air. Dt, Sen. I 4
GPS 8 GPS kcvr. 2 32

6 Nay. Filt. 2 1 /64
I Mis.Con. 1

-
- 

I Stat. Mon. I I
1FF SSVC I Mis. Con. I I

I Stat . Mon. 1 1
Radar Altimeter SSVC 2 Mis. Con. I 1

Stat. Mon. I
1 Guidance 1 32
I Tgt. Pos. I 32
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TABLE D.2. ALGORITHM SIGNAL LIST (Continued)

No. of No. of Msg.
Msg Msg. Size Itera tion!

Algorithm In Origin Out Destination X 16 BITS Second

TERCOM 1 Mis. Con. 1 I
1 Stat. Mon. 1

2 Mis. Con. 1 8
3 Nay. Filt. 1 4

MIS 4 Mis. Con. I
1 Stat. Mon. I I
3 Guidance 1 16

Target Line-of-Sight
Computation I Mis. Con. I I

3 Mis, Con. 2 32
3 INS 2 32

2 Rad. Sens. 2 32
Radiation Sensor SSVC I Mis. Con. I I

Stat. Mon. I I
2 LOS Comp. 2 32

2 Tgt . Pos. Corn. 2 32
Target Position Computation I Mis. Con. 1 1

2 Rad. Sens, 2 32
3 lmpct. Pnt. 2 32

Impact Point Computation 1 Mis. Con. 1 1
3 Tgt. Pos, Corn. 2 32
9 INS 2 32

2 Air Data 1 4
3 Guidance 2 32

Flight Control
(and Engine Control) 6 INS 2 32

3 Steering 2 16
3 Air Data 1 4
2 Mis. Con. 1 I

2 Stat. Mon. I
1 Steering 2 16

Steering 3 Guidance 2 4
4 FIt. Cont. 2 16

-
. 

Wideband Data Link SSVC 6 Mis. Con. I I
I Stat . Mon. 1

Narrowband Data Link SSVC 3 Mis. Con, 1 I
I 1 16

I Stat , Mon. I I
N (Any) 1 16

M (Any)  1 16
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TABLE I)-2 . ALGORITHM SIGNAL LIST (Conti nued )

No . of No. of Msg.
Msg. ~~~ Size Iteration!

Al gorithm lii Origin Out Destination X 16 BITS Second

H IR 1 Mis . ( oi. I
I IA) S t oilip. 2 32

\lis . (‘ on. I 4
S Stat .  Mon. I I

- 2 Mis . (on. I 4

Status M* t i i i** i  K K Subsysi • I I

I. NBI)L I
I Nti s . (on. I

~ e.ipou S i . I I II I I I  S S\ (  - 5 Ntis . Con. I I
I Mo. (on. 1
2 Mi s . (‘ oil. I 4

2 Stat. Mon. I
(h a l t Dispenser SSV(’ 4 Ntis. (on.  I

2 Stat. Mo n . I
Fht ea t Warning RCVR. SSVC 3 M is.  (‘on. I I

I Mis. Con. 4
Act. Jatit . -~ 10

I Stat . Mon. I
.-~ct ive J,iinut~r Contro l 3 Mis . (‘on. I I

I Mi s. Con. I 4

Stat . Mon. I I
I R Liuc Scanner SSV(’ 3 Ntis (‘on - I

I (;isidancc I 4

3 INS 2 32
2 Stat . Mon. I

Photo (‘ altiCi - i  SSVC $ Ntis . Con . I
I (oudance I 4

- 
- 

3 INS I Stat , %t~ n. 2 32

It ’ .i t.i .~k e\ec t tk ’ s . bitt th1- next sc heduled tim 1.- to begin goes be~io nd the simulated time.
t he m essage II) sh ou ld be >301) unless a predecessor—s iccessor relationship ex ists with another

— task.  he messages in lable I)-2 also account b r  cases where identical pieces of info l-niat ion have
diff erent destinations. (‘erta in mt less ag es denoted as Nxl N or KxI N are determined by the nature
oh’ equ ipm ite nt suc h as N,irrowh~itid I)ata Link when the exact number of words is not known at
this po int . Ih t e tipper bot indary itt this ease is 32 words lo~ig per Ml L—STLi— 1553 A.

Fable D—3 conta ins t h e  d i t t ’em’e nt nto des of t h e  Guidance algorithm, the input signals
re ( Itmi red IN I and si gna ls generat ed (OUT). Iah le 1)—I shows the Guidance signal floW (incoming
and outg om ng in I’ti rt licr detai l ,  separated into its different modes.

I’i gt ire 1)— I s h ows the sun1niar~ oh’ the bus t ra f t ic  results for all three configurations, during
the weapon d ehm ~ er~- segt ltent ot ’ t he strike mission. The bus traf fic summary shows tot a l bus
tral ’I’ic in KI3PS and ,tls ~ divided it ito percentages utili,ed fur data . over itead. and gap. Time sync
pe rcent tee is sh own as iem due to t i e  ,tsstm mnption ut 20 bits per word to include the required
s\ tK 
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CONTROLLER ______________________  ______ * ________

TO TERMINAL R ECEIVE DATA DATA DATA STATUS

T R A N S FER C O M M AND WORD WORD I WORD WORD

TERMINAL TO 
TRANSMIT STATUS j DATA DATA L ] 

DATA
COMMA ND WORD I WORD WORD I ] WORD

T ER M I NAL TO 
I RECEIVE TRANSM IT1 ISTATUS IDATAL ] DATAJ ~~TATUS

TRANSFER COMMAND COMMAND I I~ 
WORD IWORDI ~~ORDJ I WORD

a GAP EQUALS 5 MICROSECONDS
206181

Figure D-l, Message Formats for MIL-STD-1553A Data Bus

For the Centralized configuration a user-defined “t rick” was utili zed to simulate this case
within the constraints of the SNS executive models. The centra l computer was defined as PE 10
and assigned all the processing load, The bus controller (which would normally be resident inside
the computer) wa~ defined as PE I and connected to PE 10 by a local bus,

Other operations of the ARPV simulator are the same as in the original SNS.

The lengths of the messages are determined by the number of generated output  words front
a particular algorithm. For example , the Air Data algorithm generates three pieces of
information : tru e airspeed, angle of attack , and altitude. There fore, the message length is three .
assuming single-word precision. If double precision were assumed , the message length would be

• six.

If this message has multiple destinations , the output queue should have as many messages as
there are receivers , with different IDs (over 100 if the message is required and over 300 if the

-
- 

update is not necessary) . If only one of the generated data word s is required by one of the
receivers , the message length should be adjusted accordingly. If the receiving task is collocated in
the same processing ele ment with the transmitting task , the message is not accounted for , since
there is no bus transfer.

Table D-2 summarizes the number of messages flowing between the assumed algorithms as
well as their size (precision require d in terms of 16-bit words) and iteration rate of message
generation.
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CENTRALI ZED SYSTEM-STRIKE CONFIGURATION

PUS TR A F FIC  C ECC %W OSI T IO N FOR GlobAl ~~~ cc

TOT A L TRAFF IC 39.65 KBPS
T R A F ~~1C IJ T I L IZ E O  FCR rAT A = 24 .80 KB PS 62 .55 PFR CEN T
TRAFF IC U T I L I Z E D  FCR HEA DER = 13.20 KBPS 33.29 PERC ENT
T R A F F I C  U ’ I L I Z E D  FC R SYNC 0.0 KBPS 0.0 F E R C E IT
TRAFF IC U T I L I Z E D  FC~ GAP = 1.65 K B PS 4.16 PE RCENT

HYBRID SYSTEM-STRIKE CONFIGURATION

RUS T~~A~~~I’ C r) FCCM P~~S IT ICN  ~~~ G L O B A L  ~US gg

T O T A L  T R A F F I C  = 9~~.90 KBPS
T Q A F F I C  U T T L I Z E C  ~~~ D A T A  = 4 9• q0 K P~~S 53.04 PE RCF N ’T
T~~.A~~FI C UT I L IZ E D  FOP HEA DEF = 39.2’) KB °S 41.75 PECCEN T
T R A ~~F IC UT I L I Z E C  FliP SYNC = 0.0 K P P S  0.0 PERCENT
T~~A C~~IC UT IL I7EC ~CR GA~ = 4• go K R P S  5 .22  PERCE NT

DP/M SYSTEM—STRIKE CONFIURAT ION

I~uS T~ A F F I C  D EC C~~P0 S ITL ON FOR GLOBAL BUS 99

-
‘ TOTAL T R A F F I C  = 101.25 KBPS

T R A F F I C  U T I L I Z E D  FOR CA TA = 52.20 KBPS 51.56 PERCENT
TRA FF I C  U T I L I Z E D  ~OR HEA D E R = 43.60 KB P S 43.06 PERCENT
T R A F F I C  U T I L I Z I D  FOR SYNC 0.0 KBPS 0.0 PERCENT
T R A F F I C  U T I L I Z E D  FOR GA ” = 5 .4 5  p(BPS 5.38 PERCENT

Figure D-2. SNS Result Summary

148

~~~~~~~~~~~~~~~
. 

_~~~~~~~~~~~~~~ 1_ T _ -~~~



r ‘
~~~~ ~~~ ~~~~~~~~~~~

- -

~~~~~~~~~~~

— ‘

~~~~ 

‘ 
__

I ~ l~~ I I N. \ I I - i l ~ Iii.

I

(I’ID

• ., m

0 -‘

N N

U,

I 0

2

‘N

149

¶• .5 ~~~~ 

__
;— 

~~ ,
-
~.

-—.
~~~~~~ .-~~~ ‘—-— - •—. — - __ — 

- - ,— - — ., , 4_. - — - — - 
‘-.. - 

-: ‘, 
—

- -. J~~
_ --—

~~~
--—-- -— — - —



- -

“aLI,
1<

a. 0
/Hz L’\ / Iw L\

1 0 1  ‘Ii W I,1 I I Z I  ‘~

~~~~ ) ( ‘° I ~ I~~J
iii

I M h ø l . ~ I \ / I ~~I-’ I~~ I1 < 1  / \ / %. l ’~ l I

ID
N

I.- I)

.~~
‘5 .

~~ 
In

N N

I.
z

0 0 (1

— — —
~~~~ ID ID

J — D N 0 LI
Ii, a-

N

O N I f i  N

0 N 
N

z In N -—

~~~~~~~~~~~ 
II.

I— Z
U)

ID
0 N
In

• 
~~~~~~~~~~~~~~

I-
Z U)

fl N In
fl In In In

Z
a I-

a.
0

N
ID

I0
0
N

150



~~~~~~~~~~~ -~~~~~~~~~~~--- -- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

TABLE D-3. SIGNAL LIST FOR GUIDANCE ALGORITHM

Routine Signal In/Out

ACTUAL PRESENT POSITION X IN
ACTUAL PRESENT POSITION Y IN
PROG RAMMED PRESENT POSITION X IN
PROGRAMMED PRESENT POSITION Y IN

Ground Track Guidance NEXT CHECKPOINT POSITION X IN
NEXT CHECKPOINT POSITION Y IN
PRESENT HEADING IN
CORRECT HEADING OUT

RADAR ALTITUDE IN
PITCH ATTITUDE IN

Terrain Following Guidance VERTICAL VELOCITY IN
DESIRED RADAR ALT iTUDE IN
PITCH ATTITUDE CORRECTION OUT

ACTUAL PRESENT ALTITUDE IN
PROG RAMMED PRESENT ALTITUDE IN
BA ROMETRIC ALTITUDE IN

Climb/Descend and Cruise TRUE AIRSPEED IN
Vertical Guidance PROGRAMMED TRUE AIRSPEED IN

VE RTICAL VELOCITY IN
PROGRAMMED VERTICAL VELOCITY IN
PiTCH ATTITUDE CORRECTION OUT

VERTICAL POSITION IN
VERTICAL VELOCITY IN
PiTCH ATTITUDE IN

Weapon Delivery PITCH RATE IN
Vertical Guidance ESTIMATED TIME TO RELEASE IN

DESIRE D VERTICAL VELOCITY IN
DESIRE D VERTICAL POSITION IN
HTC1-I ATTITUDE CORRECTION OUT

PRESENT HEADING IN
Weapon Delivery ESTIMATED TIME TO RELEASE IN
Horizontal Guidance DESIRED HEADING IN

HEADING CORRECTION OUT

RANGE TO MLS LOCATION IN
BEARING TO MLS LOCATION IN
ELEVATION TO MLS LOCATION IN

Microwave Landing PROGRAMMED RANGE TO MLS LOCATION IN
System Guidance PROGRAMMED BEARING TO MLS LOCATION IN

DESIRED GROUND TRACK IN
PRESENT HEADING IN
PITCH ATTITUDE CORRECTION OUT
HEADING CORRECTION OUT

15 1
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II .  SNS SIMULATION DATA DEFINITION PROCEDURE

The following major steps are required in preparing SNS input data:

Detinition of Mission Scenario

Mission Scenario Segmentation

Mission Segment Functional Definitio n
Function to Task Assignment

Task to PE Assign men t

Message Flow Analysis

Data Coding (per SNS handbook).

The follo wi ng is a description of the procedure used to obtain the data for the SNS
program: -

From the assumed mission scenearios , obtain the mission functions require d to
accomplish the mission and choose the segment to be analyzed. In this case,
segment 8 of the strike mission (weapon delivery segment) is selected

From the mission segment operational time table (Table 4), define the al gorithms and
equipment operating and from the task assignment table (Tables 24, 25) the
number of processing elements to be used in the simulation (Table D-4)

The messages require d and generated by each task have to be defined ( fro m Table D-2)
and labeled dependi n g on whether they are necessary (over 100) or enhancing
(ove r 300) as shown in Figure D-3. Messages of start/end type (task initiation !
completion) are labeled under 100, and the number of them must be equal to the

• number of executing tasks as shown in Figure D-4

Once the above are established , a predecessor/successor relationsh ip flow diagram is
needed in order to define the scheduling time for first initiation of each task,

Table D-5 shows the required SNS data for all tasks as obtained by the above mentioned
procedure. The data are coded the same way as re fe rred to in the original SNS manual.
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TABLE D.4, SNS TASK WIPE ASSIGNMENT (HYBRID CONFIGURATION)

Task Task II ) PE Number

Radar Altimeter Subsystem Service (RADALT) 41 3

Inertial Navigation System (INS) 42 2

Radiation Sensor Subsystem Service (RADSNS) 43 6

Air Data (AIRDTA) 45 3

Status Monitor (STATMN) 46 3

Narrowband Data Link Subsystem Service (NBDL) 47 4

Target Position Computation (TGPSCM) 48 6

impac t Poin t Computation (IMPTCM) 49 6

Navigation Filter (NAVFIL) 50 2

Flight Control (FLTCON) 51 5

Steering (STERNG) 52 3

Guidance (GUIDNC) 53 3

Mission Control (MISCON) 54 3

Wideband Data Link Subsystem Service (WBDL) 55 9

FLIR Subsystem Service (FLIR) 56 8

Weapon Station Subsystem Service (WPNSTN) 57 7

Bus Control (BUSCON) * 1

This task is the Global Executive.
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TABLE D-5. SNS DATA TABLE

Task ID Start Time Execution Time Iteration Time Memor y
(ps) (ps) (ps ) (Words)

4I 1 ,000 157 31,250 180
42 2 ,000 20,313 31 ,250 3,500
43 3,000 62 5 250 ,000 700
45 4,000 1 ,875 250 ,000 635
46 5,000 938 1 ,000,000 1,050
47 6,000 938 62 ,500 1 ,050
48 7,000 1 ,563 62,500 380
49 2 1 ,350 22 ,188 62 ,500 1 ,960
50 22 ,350 N/A 2 ,000,000 3,600
5 1 23 ,350 14 ,063 31 ,250 3,350
52 26 .150 3,594 62 ,500 770
53 28,710 2 ,188 250 ,000 2,500
54 42 ,600 4,688 62 ,500 5,300
55 47 ,350 157 1 ,000,000 220
56 48,400 938 62 ,500 700
57 49,400 938 62 ,500 650

- (
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APPENDIX E
DETAILED RELIABILITY DATA

This appendix contains the detailed reliability tables for the three candidate processing
systems.

As stated previously in this report , each of the two distributed networks considered in this
study is a homogeneous processing system. In the case of a nonhomogeneous processing system ,
using a mix of microprocessor types , system reliability could differ from that shown in the
following tables. In general , the basic failure rate for an individual processing element varies with
the complexity of that element. In most cases , a PE based on a 4-bit or 8-bit microprocessor will
have a lower failure rate than a PE based on a 16-bit machine.

In the following tables , where two different PEs contai n the same module complement ,
the failure rates are the same. For example , the Air Data and Radar Altimeter PEs contain the
same modules as can be seen from Table 18.

The system level MTBFs shown in Tables E- I through E-2 I are given for each system and
mission configuration in three different categories:

Total serial where all parts of the system are considered
Mission success where only mission-critical entities are accounted for
Fligh t success where only flight-critical parts of the system are considered.
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TABLE E-l. RELIABILITY PREDICTION FOR DP/M SYSTEM-STRIKE
CONFIGURATION (TOTAL SERIAL)

Failure Rate Per 106 Hours
Name of Functional Core or

Element Mission Peculiar TA = 45°C TA = 80°C

Bus Control Core 70.13 110.79
INS Core 103.31 167.92
Flight Control Core 80.36 127. 8
GPS Core 146.71 242.06
Mission Control and Status Core 97.07 160.24
Airdata Core 58.66 90.73
Aircraft Instrumentation Core 58.66 90.73
Radar Altimeter Core 58.66 90.73
MLS Core 58.66 90.73
Guidance and Steering Core 74.12 120.12
NBDL Core 58.66 90.73
1FF Core 58.66 90.73
Power Supplies Core 88.22 113.75
Total Failure Rate for Core Functions 1011.88 1587.06
TERCOM Mission Peculiar 103.31 167.92
Radiation Sensor Mission Peculiar
Target Position Computation Mission Peculiar 80.36 127.8
Impact Point Computation Mission Peculiar
Line of Sight Mission Peculiar
WBDL Mission Peculiar 58.66 90.73
FLIR Mission Peculiar 58.66 90.73
Weapons Station Mission Peculiar 58.66 90.73
Total Failure Rate for Mission Peculiar Functions 359.65 567,91
Total Failure Rate (Core + Mission Peculiar) 1371.53 2154 .97

Strike Mission MTBF = l/ X T = 729 hours 464 hours
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TABLE E-2. RELIA BIUTY PREDICTION FOR HYBRID SYSTEM—STRIKE
CONFIGURATION (TOTAL SEP ’AL)

Failure Rate Per 10’ Hours
Name of Functional Core or

Element Mission Peculiar TA 
= 45°C TA 

= 80°C

Bus Control Core 70.13 110.79
INS Core 80.36 127.8

Flight Control Core 80,36 127.8
GPS Core 146.71 242.06
Mission Control Core
Air data Core
Airc raft Instrumen tation Core
Radar Altimeter Core 125.01 204.99

MLS Core
Guidance and Steering Core
Status Monitoring Core
NBDL Core
NAV Filter Core 114.86 188i3

1FF Core
Power Supplies Core 62.84 79.37
Total Failure Rate for Core Functions 680.27 1080.94
TERCOM Mission Peculiar 103.31 167.92
Radiation Sensor Mission Peculiar
Targe t Position Computation Mission Peculiar 80.36 127.8
Impact Point Computation Mission Peculiar
Line of Sight Mission Peculiar
WBDL Mission Peculiar 58.66 90.73
FLIR Mission Peculiar 58.66 90.73
Weapon Station Mission Peculiar 58.66 90.73
Total Failure Rate for Mission Peculiar Functions 359.65 567.91
Total Failure Rate (Core + Mission Peculiar) 1039.92 1648.85

Strike Mission MTBF = lP’T 962 hours 607 hours

( 
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TABLE E-3. RELIABILITY PREDICTION FOR CENTRALIZED SYSTEM—STRIKE
CONFIGURAT ION (TOTAL SERIAL)

Failure Rate per 106 Hours
Name of Functional Main Computer or

Element Remote Terminal TA = 45°C TA = 80°C

MCCR Main Computer 34.80 48.03
ADDRESS Main Computer 42.62 50.76
DATA Main Computer 147.20 202.68
CORE STACK Main Computer 59.28 73.68
APU Main Computer 24.08 29.89
MCU Main Computer 43.30 57.80
FPAPU Main Computer 35.27 45.46
SERIAL INPUT Main Computer 13.61 16.61
PARALLE L INPU T Main Computer 10.86 13.24
SERIAL OUTPUT Main Computer 14.32 17.82
Interrupt Assy Main Computer 16.53 20.20
P Bus Decode Main Computer 1 L64 15.58
Power Supp ly Assy Main Computer 34.00 46.59
Total Failure Rate for Main Computer 487.51 638.34
Remote Terminals for
Following Functions:
Bulk Storage Remote Terminal 46.49 68.56
IMU and Remote Compass Remote Terminal 46.49 68.56
Flight Control Remote Terminal 46.49 68.56
GPS Remote Terminal 46.49 68.56
Air data Remote Terminal
Aircraft Ii~..trumen tation Remote Terminal 46.49 68.56
Radar Altimeter Remote Terminal
MLS Remote Terminal
NBDL and 1FF Transponder Remote Terminal 46.49 68.56

- . TERCOM Remote Terminal 46.49 68.56
Radiation Sensor Remote Terminal 46.49 68.56
WBDL Remote Terminal 46.49 68.56

• FLIR Remote Terminal 46.49 68.56
Weapon Station Remote Terminal 46.49 68.56
Total Failure Rate for Remote Terminals 511.39 754.16
Total Failure Rate for Main Computer + Terminals 998.9 1392.50

- 
- Strike Mission MTBF = I /A T 100 1 hours 718 hours
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TABLE E-4. RELIABILITY PREDICTION FOR DP/M SYSTEM-STRIKE
CONFIGURATION (MISSION SUCCESS)

Failure Rate per 106 Hours
Name of Func tional Core or

Elemen t Mission Peculiar TA = 45°C TA = 80°C

Bus Con trol Core 70A3 110.79
INS Core 103,31 167 .92
Flight Control Core 80.36 127.80
GPS Core 146.71 242.06
Mission Control and Status Core 97.07 160.24
Air Data Core 58.66 90.73
Radar Altimeter Core 58,66 90.73
Guidance and Steering Core 74.12 120.12
1FF Core 58,66 90 73
Power Supplies Core 88,22 113.75
Total Failure Rate for Core Functions 835.9 1314.87
Affecting Mission Success
TERCOM Mission Peculiar 103.3 1 167 .92
Radiation Sensor Mission Peculiar
Target Position Computation Mission Peculia r 80.36 127 .8
Impact Point Computation Mission Peculiar
Line of Sight Mission Peculiar
Weapons Station Mission Peculiar 58.66 

- 
90.73

Total Failure Rate for Mission 242.33 386.45
Peculiar Functions Affecting
Mission Success 

—

Total Failure Rate for Core 1078.23 170 1.32
+ Mnsion Peculiar Functions
Affecting Mission Success

Strike Mission Success MTBF = h A T 928 hours 588 hours
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TABLE E.5. RELIABIL I TY PREDICTION FOR HYBRID SYSTEM - STRIKE
CO NFI G UR ATION (MISSION SUCCESS)

Failure Rate Per 10’ Ho urs
Name of Functional Core or

Ele m ent Mission Peculiar T A = 45°C TA = 80°C

Bus ( o i i t r u l  (‘ore 70 .13 110.79

INS Core 80.36 127 .8

Fli ght Control ( ole 80.36 127.8

GPS (‘ore 146.71 242.06
Miss ion Control Core
Air Data Co re
Radar Al t imeter  Core
Aircraft  I n s t rumen ta t i on  Core 125.0 1 204.99

MIS Core
Guidance and Steering Cure
Status M oni l or ing Core
Navigation Filter Core
1FF Core 114 .86 188.13
NBDL Core
Power Supp lies Core 62,84 79.37
Total Failure Rate for Core 680.27 1080.94
Functions Affecti n g Mission
Success
TERCOM Mission Peculiar 103.31 167.92
Radiation Sensor Mission Peculiar
Target Position Computation Mission Peculiar 80.36 127 ,8
Impact Point Computation Mission Peculiar
Line of Sight  Mission Peculiar
Weapon Station Mission Peculiar 58.66 90.73
Total Failure Rate for Mission 242.33 386.45
Peculiar Funct ions Affecting
Mission Success

• Total Failure Rate for Core 922. 6 1467.39
- - + Mission Peculiar Functions

• Affecting Mission Success
Strike Mission Success MTBF = I / A T 1084 hours 682 hours
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TABLE E-6, RELIABILITY PREDICTION FOR CENTRALIZED SYSTEM—STRIKE
CONF IGURATION (MISSION SUCCESS)

Failure Ra te Per 106 Hours
Name of Functional Main Computer or

Element Remote Terminal TA = 45°C TA = 80°C

Main Computer Main Computer 487.51 638.34
(Refer to Table E.3 for 

-

detailed breakout)
Remote Terminals for
Following Functions:

Bulk Storage Remote Terminal 46,49 68.56
I M U & Remote Compass Remote Terminal 46.49 68.56
Flight Control Remote Terminal 46.49 68.56
GPS Remote Terminal 46.49 68.56
Air Data Remote Terminal
Aircraft Instrumentation Remote Terminal

- - 46.49 68.56
Radar Al timeter Remote Terminal
MLS Remote Term inal
NBDL Remote Terminal
1FF Transponder Remote Terminal ~ 

46.49 68.56
TERCOM Remote Terminal 46.49 68.56
Radiation Sensor Remote Terminal 46.49 68.56
Weapon Station Remote Terminal 46 49 68.56
Total Failure Rate for 418,41 617.04
Terminals Affecting Mission
Success 

___________________________________________—__________________________

Total Failure Rate for Main 905,92 1255.38
Computer + TerminaJs Affecting
Mission Success

Strike Mission Success MTBF = i/A T 11 04 hours 797 hours
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TABLE E.7 . RELIABILITY PREDICTION FOR DP/M SYSTEM-RECCE
CONFIGURATION (TOTAL SERIAL)

Failure Rate Per 106 Hours
Name of Functional Core or

Element Mission Peculiar TA = 45°C TA = 80°C

Core Core Electronics 1011 .88 1587.06
( Refer to Table L- l for
detailed breakou t)
Photocamera Mission Peculiar 58.66 90.73

IR Line Scanner Mission Peculiar 58.66 90.73

TERCOM Mission Peculiar 103.31 167,92
WBDL Mission Peculiar 58.66 90.73

Total Failure Rate of
Mission Peculiar !unctions 279.29 

- —- 
440.11

Total Failure Rate of
Core + Mission Peculiar

• Functions 1291.17 2027.17

Recce Mission MTBF = I/A T 775 hours 493 hours

TABLE E-8. RELIABILITY PREDICTION FOR HYBRI D SYSTEM-RECCE
CONFIGURATION (TOTA L SERIAL)

Failure Rate Per 106 Hours
Name of Functional Core or

Element Mission Peculiar TA = 45°C TA = 80°C

Core Core 680.27 1080.94
(Refer to Table E-2 for
Detailed breakout)
Photocamera
IR Line Scanner Mission Peculiar 58.66 90.73
TERCOM Mission Peculiar 103.31 167.92
WBDL Mission Peculiar 58.66 90.73
Total Failure Rate of 220.63 349.38
Mission Peculiar Functions

- 
- Total Failure Rate of 900.9 1430.32

• 

- 
Core + Mission Peculiar
Functions

-- 
Recce Mission MTBF I/A T 1110 hours 699 hours
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TABLE E.9. RELIABILITY PREDICTION FOR CENTRALIZED SYSTEM —RECCE
CONFIGURATION (TOTAL SERIAL)

Failure Rate Per 106 Hours
Name of Functional Core or

Element Mission Peculiar TA 45°C TA = 80°C

Main Computer Main Computer 487 .51 638.34
(Refer to Table E.3 for
detailed breakout)
Remote Terminals for the
Following Functions:
Bulk Storage Remote Terminal 46.49 68.56
IMU and Remote Compass Remote Terminal 46.49 68.56
Flight Control Remote Terminal 46.49 68.56
GPS Remote Terminal 46.49 68.56
Air Data Remote Terminal
Aircraft Instrumentation Remote Terminal 46.49 68.56
Radar Altimeter Remote Terminal
MLS Remote Terminal
NBDL Remote Terminal 46.49 68.56
1FF Transponder Remote Terminal J
Photo Camera Remote Terminal ~ 46.49 68.56
or IR Line Scanner Remote Terminal f
TERCOM Remote Terminal 46.49 68.56
WBDL Remote Terminal 46.49 68.56
Total Failure Rate for
Remote Terminals 418.4 1 617.04
Total Failure Rate for Main 905.92 1255.38
Computer + Remote
Terminals

Recce Mission MTBF = I/A T 1104 hours 797 hours

I
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TABLE E-l0. RELIABILITY PREDICTION FOR DP/M SYSTEM —REECE
CONFIGURATION (MISSION SUCCESS)

Failure Rate Per 106 Hours
Name of Functional Core or

Element Mission Peculiar = 45°C TA = 80°C

Bus Control Core 70.13 110. 70

INS Core 103.3 1 167.92
Flight Contro l Core 80.36 127.8
GPS Core 146.71 242.06
Mission Control and Status Core 97.07 160.24
Air Data Core 58.66 90.73
Radar Altimeter Core 58.66 90.73
Guidance and Steering Core 74.12 120.12
1FF Core 58.66 90.73
Power Supplies Core 79.76 102.29
Total Failure Rate of 827 .43 1303.4 1
Core Functions Affecting
Recce Mission Success
IR Scannerl, ~ Mission Peculiar 58.66 Xeff = 90.73 Aeff =
WBDL ( )operating Mission Peculiar 58.66 50.28 90.73 77.7
Photo ) redundancy Mission Peculiar 58.66 90.73
camera
TERCOM Mission Peculiar 103.31 167.92
Total Failure Rate of 153.59 245.62
Mission Peculiar Functions
Affecting Mission Success
Total Failure Rate of 

—

~~~~~~~~~ 981 .02 1 549.03
Core + Mission Peculiar
Func tions Affecting
Mission Success

Recce Mission Success MTBF 1019 hours 646 hours
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TABLE E-I 1. RELIABILITY PREDICTION FOR HYBRID SYSTEM— REC CE
CONFIGURATION (MISSION SUCCESS)

Failure Rate Per 106 Hours
Name of Functional Core or

Elemen t Mission Peculiar TA = 45°C TA = 80°C

Bus Control Core 70.13 110. 79
INS Core 80.36 127.8
Flight Control Core 80.36 127.8
GPS Core 146.71 242.06
Mission Control Core
Air Data Core
Radar Altimeter Core 125 .01 204.99
Guidance and Steering Core
Status Monitoring Core
NAV Filter Core 114 .86 188.13
Power Supp lies Core 62.84 79.37

- 
- Total Failure Rate of 680.27 1080.94
• Core Funct ions Affecting

Mission Success
lR Scanrter Mission Peculiai~~~~~~~~~8.66 90.73
Photo Cam era Mission Peculiar f
WBDL Mission Peculiar 58.66 90.73
TERCOM Mission Peculiar 103.3 1 167.92
Total Failure Rate of 220.63 349.38
Mission Peculiar Functions
Total Failure Rate of Core 900.9 1430 .32
+ Mission Peculiar Functions
A ffecting Recce Mission Success

Recce M ission MTBF = I/ A T 11 10 hours 699 hours
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TABLE E-l 2. RE LIABIL ITY PREDICTION FOR CENTRALIZED SYSTEM—RECCE
CONFIGURATION (MISSION SUCCESS)

Failure Rate Per 106 Hours
Name of Functional Main Computer or

Element Remote Terminal TA = 45°C TA = 80 C

Main Computer Main Computer 487 .51 638.34
(Refer to Table E.3 fur
detai led breakout )

Remote Terminals for the
Following Functions:
Bulk Storage Remote Terminal 46.49 68,56
IMU and Remote Compass Remote Terminal 46.49 68.56
Fli ght Control Remote Terminal 46.49 68.56
GPS Remote Terminal 46.49 68.56
Air Data Remote Terminal
Airc raft Instrumentation Remote Terminal ( 46.49 68.56
Radar Altimeter Remote Terminal
MLS Remote Terminal
NBDL Remote Terminal 

~ 46.49 68.56
1FF Transponder Remote Terminal ~
Photo Camera Remote Ter min al !. 46.49 68.56
or IR Line Scanner Remote Terminal
TERCOM Remote Terminal 

- 
46.49 68.56

Total Failure Rate for 37 1.92 548 .48
Remote Terminals Affecting
Mission Success
Total Failure Rate for Main 859.43 1186.82
Computer + Remote Terminals

• Affecting Recce Mission
Success

Recce Mission Success MTBF = I / A T 1164 hou rs 843 hou rs

166

- ~~~~~~~~~~~~~~~~~~~~~~ 
- “

.

~~~
~-



-~~~~~~ ~~~~~- - - -- - - -~~~~~ - - ------~~~~~~~~~~~~~— - - -  

TABLE E-13. RELIABILITY PREDICTION FOR DP/M SYSTEM-EW
CONFIGURATION (TOTAL SERIAL)

Failure Ra te Per 106 Hours
Name of Functional Core or

Element Mission P culiar TA = 45°C TA = 80°C

Core Core 1011.88 1587.06

(Refer to Table E-l for
detailed breakout)

Active Jam Control Mission Peculiar 58.66 90.73

Threat Warning Mission Peculiar 58.66 90.73
Receiver
Chaff Dispenser Mission Peculiar 58.66 90,73

Total Failure Rate of 175.98 272.19
Mission Peculiar Functions
Total Failure Rate of 1187.86 1859,25
Core + Mission
Peculiar Functions

EW Mission MTBF i/A T 842 hours 538 hours

TABLE E-I4. RELIABILITY PREDICTION FOR HYBRID SYSTEM-EW
CONFIGURATION (TOTAL SERIAL)

Failure Rate Per 106 Hours
Name of Functional Core or

Element Mission Peculiar = 45°C TA = 80°C

• 
Core Core 680.27 1080.94
(Refer to Table E-2 for
detailed breakout)

Active Jam Control Mission Peculiar 80.36 127 .8
Threat Warning Receiver
Chaff Dispenser Mission Peculiar 58.66 90.73
Total Failure Rate for 139.02 218.53
Mission Peculiar Functions
Total Failure Rate of 819.29 1299.47
Core + Mission Peculiar
Functions

EW Mission MTBF = 1/Ar 1221 hours 770 hours
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TABLE E-l S. RELIABILITY PRE DICTION FOR CENTRAL IZED SYSTEM—EW

CONFIGURATION (TOTAL SERIAL)

Failure Rate Per 106 Hours
Narw of Functional Main Computer or

Element Remote Terminal TA = 45°C TA = 80°C

Main Computer Main Computer 487 .51 638.34
(Refer to Table &3 for
detailed breako ut )

Remote Terminals for
Following Functions:
Bulk Storage Remote Terminal 46.49 68.56
IMU and Remote Remote Terminal 46 .49 68,56
Compass
Flight Control Remote Terminal 46 .49 68.56
GPS Remote Terminal 46.49 68.56
Air Data Remote Terminal

4 
Aircraft Instrum entation Remote Terminal 46 .49 68.56
Radar Altimeter Remote Terminal
MIS Remote Terminal
NBDL Remote Terminal 46.49 68.56
1FF Transponder Remote Terminal f
Active Jamme r Remote Terminal 46.49 68.56
Threat Warning Receiver Remote Terminal 46.49 68.56
Chaff Dispenser Remote Terminal 46.49 68.56
Total Failure Rate 418 .41 617.04

• for Terminals
Total Failure Rate for 905,92 1255.38
Main Computer + Remote

* 
Terminals

EW Mission MTBF = i/A T 1104 hours 797 hours

- F
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TABLE E-16. RELIABILITY PREDICTION FOR DP/M SYSTEM-EW
CONFIGURATION (MISSION SUCCESS)

Failure Rate Per 106 Hour
Name of Functional Core or

Element Mission Peculiar TA 45°C TA = 80°C

Bus Control Core 70.13 110.79
INS Core 103.31 167.92
Flight Control Core 80.36 127.8
GPS Core 146.71 242.06
Mission Control and Status Core 97.07 160.24
Air Data Core 58.66 90.73
Radar Altimeter Care 58.66 90.73
Guidance and Steering Core 74.12 120.12
1FF Core 58.66 90.73
Power Supp lies Core 79.76 102.29
Total Failure Rate of 827.43 1303.41
Core Functions Affecting
Mission Success
Chaff Dispenser Mission Peculiar 58.66 90.73
Total Failure Rate of 886.09 1394.14
Core + Mission Peculiar
Functions Affecting
EW Mission Success

EW Mission Success MTBF i /AT 1129 hours 717 hours
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TABLE E.17. RELIABILITY PREDICTION FOR HYBRID SYSTEM —EW

CONFIGURATION (MiSSION SUCCESS)

Failure Rate Per 106 Hours
Name of Functional Core or

Element Mission Peculiar TA 45 C TA = 80 C

Bus Control Cure 70.13 11079
INS Core 80.36 127.8
Fli ght Control Core 80.36 127.8
GPS Core 146 . 7 1 242.06
Mission Control Core
Air Data Core
Radar Altimeter Core 125.0 1 204.99
Guidance a~d Steering Core
Stat us Mon itoring Core
NAV Filter Core 114 .86 188.13
Power Supp lies Core 62.84 79.37
Total Failure Rate for 680.27 1080.94
Core Functions Affecting
M ission Success
Chaff Dispenser Mission Peculiar 58.66 90.73
Total Failure Rate for 738.93 1171.67
Core and Mission Peculiar
Functions Affecting E.W.
M ission Success

EW Mission Success MTBF = 1/A T 1353 hours 854 hours
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TABLE E-18. REL IABILITY PREDICTION FOR CENTRALIZED SYSTEM—EW
CONFIGU RATION (MISSION SUCCESS

Failure Rate Per 106 Hours
Name of Functional Main Computer or

Element Remote Terminal TA 45°C TA 80°C

Main Computer Main Computer 487 .51 638.34
(Refer to Table E-3 for
detailed breakout)

Remote Terminals for the
Following Functions:
Bulk Storage Remote Terminal 46.49 68.56

IMI! and Remote Compass Remote Terminal 46.49 68.56

Fligh t Control Remote Termin al 46.49 68.56
GPS Remote Terminal 46.49 68.56
Air Data Remote Terminal
Aircra ft instrumentation Remote Terminal
Radar Altimeter Remote Terminal 

( 
46.49 68.56

MIS Remot e Terminal )
NBD L Remote Terminal 46.49 68.56
1FF Transponder Remote Terminal I
Chaff Dispenser Remote Terminal 46.49 68.56
Total Failure Rate for 325.43 479.92
Remote Terminals Affectin g
Mission Success
Total Failure Rate for Main 812.94 1118.26
Computer + Remote Terminal
Affecting EW Mission Success

EW Mission Success MTBF = 1/A 1 1230 hours 894 hours

TABLE E-19. RELIABILITY PREDICTION FOR SAFE FLIGHT
OF AIR CR AFT —DP/M SYSTE M

Failure Rate Per 106 Hours
Name of Functional Core or

• Element Mission Peculiar TA = 45°C TA = 80°C

Bus Control Core 70.13 110.79
INS Core 103.31 167.92
Flight Control Core 80.36 127 .8
Mission Control and Status Core 97.07 160.24
Air Data Core 58.66 90.73
Guidance and Steering Core 74.12 120.12
1FF Core 58.66 90.73
Power Supp lies Core 88.22 113 .75
Total Failure Rate 630.53 982.08

Safety of Flight MTBF = I/A T 1586 hours 1018 hours
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TABLE E.20. RELIABILITY PREDICTION FOR SAFE FL iGHT
OF AIRCRAFT -- HYBRID SYSTEM

Fail ure Rate Per 10 6 Hours
Name of Functional Core or

Element Mission Peculiar TA = 45°C TA 80 C

Bus Control ( ore 70. 13 11 0.79
INS Core 80.36 127 .8
Flight Control Cure 80.36 127 .8
Missio n Control Core
Air Data Core
Guidance and Steer ing Core 125 .0 1 204.99
Status Monitoring Core
NBDL Core
NA~’ Filter Core r 11 4.86 188 .13
1FF Core

’Power Supp lies Core 62.84 79.37
Total Failure Rate 533.56 838.88

Safety of Fli ght MTBF = I/ A T 1874 hours 1192 hours

TABLE E-2 I - RELIABILITY PRED ICTION FOR SAFE FLIGHT
OF AIRCRAFT—CENTRALIZED SYSTEM

Failure Rate Per 106 Hours
Name of Functional Main Computer or

Element Remote Ter m inal TA = 45°C TA = 80 C

Main Computer Main Computer 487.51 638.34
(Re fer to Table E-3 for
detailed breako ut)

Remote Ter m inals for the
Following Functions:
[MU and Remote Compass Remote Terminal 46.49 68.56
Flight Control Remote Terminal 46.49 68.56
Radar Altimeter Remote Terminal
Air Data Remote Terminal 46.49 68.56
Aircraft Instrumentation Remote Terminal
MIS Remote Terminal
NBDL and Remote Terminal 46.49 68 .56

1FF Transponder Remote Terminal
Total Failure Rate for Remote 185.96 274.24
Terminals Affecting Safety of
Flight _______________________________________________
Total Failure Rate of Main 673.47 912.5S
Computer + Remote Terminals
Affecting Safety of Flight

Safety of Flight MTBF = I/ A T 1485 hours 1096 hours
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APPENDIX F

PROCESSING SYSTEM LCC MODEL

I. GENERAL

The life-cycle cost ( LCC) m odel which was e m p loyed in the ARPV study is summarized
by the block diagram in Figure F - I .  The total cumulat ive  life cycle cost at the end of years
is the sum of the acquisi t ion cost (CACQ) and sustaining cost (CSUS) as shown in this figure .
The following sections contain a block -by-block discussion of each cost category appearing in
Figure F - I .

II. ACQUISITION COST

A. DESIGN AND DEVELOPMENT COST

Ih e  design and development cost is given by the following equation.

CDAD = CDADP + CDADPS + CDADS + CDADSS (F- I

where -

CDAD = design and development (D&D ) cost

Cl)ADP = prime equ ipmen t  l)&D cost (hardware)

CDADPS = prime equipment  D&D cost (software )

(:DADS = support equipment  D&D cost (hardware)

CI)ADSS support equipment  D&D cost (software).

B. NONRECURRING INVESTMENT COSTS

The non recu r r in g i n v e st m e n t  costs consist of the in i t i a l  pro visioning cost, in i t i a l  t r a in ing
cost ,  and i n i t i a l  t e c h n i c a l  d a t a  cost.

- I n i t ial Provisioning Cost

(‘IP X L I I  CP L II (F -2)

where

CIP = in i t i a l  provisioning cost

X L I I  = number  of line i tems int roduced into  the supply system

CPLI I  = cost per l ine i tem in t roduct ion .

2. Ini t ia l  Training Cost

CIT XMTJ - ( ‘I TC F -3 )
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where

(‘I I in i t ia l  t r a in ing  cost

XM I I  nwn b e r  of l u s h  t i c t or s  i n i t i a l l y  t ra ined
( 1 t (  - 

= i n i t i a l  t r a i n i n g  course ost per s tuden t .

3. initial Technical Data Cost

Cl ’I 1) = Xl’IWC ((‘PPC + CRPI)) (F-4 )

where
( ITI) i n i t i a l  l e c l i n i L  a l da t a  LO St

X1l)l’(’ = nu m ber of u n i q u e  techni c al  data pages created

CPPC = cost of c mea t ing  a page of technical data

CRPD = Lost  of technical  data reproduction per page.

4. Nonrecurring Investment Cost

CINR = CIP + C I T  + CITD (F-5)

where

(TIN R = nonrecurr ing  in v es tmen t  cost

CIP = in i t i a l  provisioning cost

CIT = in i t i a l  t ra in ing  cost

C I i I)  = in i t i a l  technic a l  data  ost -

C. RECURRING INVESTMENT COSTS

[lie i c c u r m i n g  inves tment  cost s  inc lude  the costs of the prime and su pport equipments  and
• i n i t i a l spai  es . i n s t a l l a t i o n  cosi - and st of f i r s t  des t ina t ion  t ranspor ta t ion .

I .  Installation Costs

( INS = X I I L I  - X R ( l l  + (‘MIH (F-6 )

where

CINS = ins ta l la t ion ~osl pe t- equ ipmen t

XHL I  = manhours  of ins ta l la t ion  labor per equipment

X R (  I) = labor  r a t e  per ma i i l i o i i r  for  i n s t a l l a t ion  personnel
( ‘M I I I  = mater ia l  cost of ui ir cral ’t in terface hardware .

- 
- 
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2. First-Destination Transportation Cost

CFDT = WPE I SC - ANMFD - CPPPMT + CPPE WPEISC (F-7 )

where

CFDT = first-destination transportation cost

WPEISC = weight of equipment and initial spares plus container

ANMFD = average one-way distance , from ori gin to destination

CPPPMT = cost for transportation of equipment per pound per mile
CPPE = cost of packing equipment — including labor and materials.

3. Prime Equipmen t and Initial Spares

CI SP~ = XP1 (CUNITP 1 + CUNITS 1 + CPEIS 1 + CINS + CFDT) (F-8)

whe re
d S P 1 = cost of prime equipment and initial spares in ith year

XP1 = number of prime equipment acquired in ith year

CUNITP~ 
= prime equipment (software ) unit cost in ilk year

CPEIS~ 
= prime equipment initial spares cost in ith year

CINS = installation cost per equipment

CFDT = first-destination transportation cost per equipment.

4. Support Equipment and Initial Spare

-
\ 

Flight Line A GE

CFL1 = XOS 1 (CNITO~ + C1STO~) (F- 9)

where

CFL 1 = cost of flight-line or organizational level AGE

XOS 1 = number of sets of flight-line AGE acquired
during ith year

CNITO1 = average unit cost of flight-line AGE acquired in
it/i year

- 
‘ . C ISTO1 = flight-line AGE initial spare s cost — percent of unit

-
‘ cost—in ith year.

b. Intermediate-Level A GE

CIT 1 = XI S, (CNIT I 1 + CISTI~) (F-b )
5.

\
-
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where

CIT 1 = cost of interm ediatc -levc l AGE

XIS1 number of ’ se tS of intermediate-level  AGE acquired
during it/i year

CNITI 1 = average Unit cost 01’ intermediate-level AGE acquired
i n it/i year

CISTl~ = intermediate-leve l AGE initial spares cost—p ercent
of unit cost -- in it/i year.

c. Depot-Level .4GE

CD!1 = XDS 1 (CN ITD, + CISTD,) (F-I 1)

where

• CID~ = cost of depot-le~el AGE
XDS 1 = number of sets of depot-level AGE acquired

during ith year

CNITD~ 
= average unit cost of depot-level AGE acquire d

in it/i year

CISTD , = depot-level AGE initial  spares cost- —perce nt of
unit  cost—in it/i year.

d. Support Equipment and Initial Spares

CSSP1 CFL 1 + CIL 1 + CID 1 (F- I 2)

where

CSSP , = cost of support equipment  and ini t ia l  spares

CFL 1 = cost of flight-line AGE
CIL 1 = cost of intermediate-level  AGE

CID , cost of depot-level AGE.

5. Recurri ng In vest ment Costs

CIR dSP, + CSSP1 (F - l 3)

whe re

CI R = recurring in ves tmen t  costs

CISP , = prime equipment  and in i t i a l  sj arcs ~t us t

CSSP , = support equipment and initial spares cost
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D. ACQUISITION COST

The acquisition cost is the arithmetic sum of D&D and nonrecurring and recurring
investment costs.

CACQ 1 = CDAD + CINR -+- CIR I F - l 4 )

where

CACQ , = acquisition cost during ith year

CDAD = design and developmen t cost
CINR = nonrecurring investment cost

CIR = rec urring invest men t cost.

III. SUSTAINING COSTS

The sustaining costs are the sums of scheduled and unscheduled maintenance , condemna-
tion , checkou t, energy consumption , supp ly management , annual maintenance facility space ,
annual training, annual recurring technical data management , annual recurring support equipment
maintenance, and annual software costs.

A. SCHEDULED AND UNSCHEDULED MAINTENANCE COSTS

1. Unscheduled (Random) Maintenance Costs

a. Random Maintenance Labor

• 

CRML = X~~ 
- AMHMA 1 - XR

1) 
(F- 15)

-
- . where

CRML = rando m mainte nance labor cost

OTPYX = average operating time per equipment per year
(includi ng checkout)

XTBM = syste m mean ti me bet ween random maintenance actions

XK , = percent of system failures requiring labor at organization.
intermediate , and depot levels

AMHMA 1 = average repair time , in manhours , per maintenance
action for organizational , i n ter mediate , and
depot level repairs

XR , = labor rate per manhou r for organizational . i ntermediate ,
and depot maintena nce levels.
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b. Random Maintenance Material

OTPYX / \CRMM = 

XTBF 
~\ i= l 

XKK 1 - CMARA
I) 

(F-16)

where

CRMM = random maintenance material cost
OTPYX = average operating time per equipment per year (including

checkout)
XTBF = system mean time between random failures
XKK 1 = percent of system failures requiring materi al at

organizational , intermediate , and depot levels of repair
— CMARAI = average material cost per random maintenance repair

action at organizational, intermediate and
depot levels

c. Random Maintenance Documentation Cost

CRMD = _____  - CAMD I F-b 7~XTBM

where
CRMD = random maintenance documentation cost

OTPYX = average operating time per equipment per year (including
checkout)

XTBM = system mean time between random maintenance actions
CAMD = average cost of maintenance documentation per maint enance

action.

d. Random Maintenance Packaging and Transportation Cost

CRMPAT = 
OTPYX XK+ (WASID - ANMID ’ CPPPMT + CPPFI - WASID) (F-1 8)

where

CRMPAT = random maintenance packaging and transportation costs
OTPYX = average operating time per system per year (including

checkout)

XK3 = percent of system failure s requiring labor at depot
repai r

WASID = average shipping weight for depot bevel repairable
items(
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-\ N\lIl ) = a \ c r ag e  tw o -way d is tance  f rom in t e rmed ia t e  level to
ic pot

TPPNI I = cost per e q u i p m e n t  per l)OlUl d per mile fo r  t r anspor ta t ion  of
repairable i te m s

(‘PM- I = pack aging cost f o r  depot repairable i t e m s .

e Random .llainte,wnee ( ‘osr

CR M = ( ‘RM L + CRMM + CRMI ) + CRMPA T (l-

where

CR \l = ram Join main tenance  lost

C RM L = random maintenance  labor cost

‘l~ \1 .\l = random main tenance  m ate r i a l  cost

CR M 1) random main tenance  documenta t ion  cost

CRMPA F = random main tenance  packaging and t ransporta t ion cost,

2. Scheduled (Preventive ) Maintenance Cost

a. Pre u ’entiu e .~1ainren an -e (n s i

in orpy
( l ’ \ lL  = - P \ l \ l I )  - l~\ l k  t l - — 20

P\1 I

wh 1-r1 -

( ‘PN t L pm esI - u t  ye n m a i n t c n a n c c  labor Los t

n u m b e r  of ’ di f f e r e n t  SL-he d u i e d  m i t a i n t e n a n L e  , l L t m o n s

( ) i  I~V = o p e r a t in g  t ime  per year Ior i t/i  s c h e t l m m i c s
n i .u u m u t c n a n c e  i t em

I = scheduled main tenance  interval  for jr / i i t em

l ’\ l \ l i l  = u i , n h o u r s  per ma in tenance  action t o m’ jr / i  i tem

PM LI~J appropr ia te  labor rate fo r  scheduled main tenance
- -

- 
ot j r / i  i t e m .

b. Preu’e,,tim-e Maint enan ce ,~iater ial (~o.cs~
in

OTPY( PM \I = 

~~ P’sI l~ 
- CMP~ ( F—2 I

j = i

where

( 
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CPMM = prevent ive m a intenance material  cost

in = nu m ber of d i f f e r e n t  scheduled maintenance actions

OTPY J = operating time per year for j r / i scheduled
m ain tenane e item

PM I
~ 

= scheduled main tenance  in terva l  tor  j r / i  i tem

CMP J = m a terial  cost per scheduled maintenance item j.

c. Pre ve,,tive Maintena, ice Docu,nentatioiz Cost

im
OTPY

CPMD =~~~~ PMI
i - CAMI) ( F - 2 2 )

where

CPMI) = preventative m a intenance documentat ion cost

in = number of different  scheduled maintenance actions

OTPYJ = operating time per year for j r/i scheduled
maintenance item

l’MI~ = scheduled maintenance interval for j r / i  i tem

CAMD = average cost of maintenance documenta t ion  per
maintenance action -

d. Preventive Main tenance Packaging and Transportation Cost

nfl

CPMAT = ~~~~~~~~~~~ (WA SIDP - - A N M I D  - CPPPMT + CPPPI- - WASIDP- ) (F-23 )
PMI 3j = I

where

CPMPAT = preventive maint enance packaging and t ranspor ta t ion
cost

nn = number  of different  scheduled maintenance items required
at depot

OTP~ = operating time per year for j r/i scheduled
maintenance item

PMIJ = scheduled maintenance interval for j th  item
WASIDPJ = shipping weight of j t h  scheduled maintenance

item

ANMID = average two-way distance from intermediate level to
depot
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CPPPMT = cost per equipment per pound per mile for transportation
for repairable items

CPPP = packaging cost per j ilz scheduled maintenance
item.

e. Preventive Maintenance Cost

CPM = CPML + CPMM + CPMD + CPMPAT (F-24)

where

CPM = preventive maintenance cost
CPM L = preventive maintenance labor cost
CPMM = preventive maintenance material cost
CPMD = preventive maintenance documentation cost

CPMPAT = preventive maintenance packaging and transportation
cost.

3. Scheduled/Unscheduled Maintenance Cost

CM = CRM + CPM (F-25)

where
CM = scheduled/unscheduled maintenance cost

• CRM = random (unscheduled) maintenance cost
CPM = preventive (scheduled) maintenance cost.

B. CONDEMNATION COST

The condemnation cost results from attrition or loss of equipment by any of a number of
reasons. The equation for condemnation cost is

CCON = XK7 (CUNITP + CUNITS) (F-26)

where
CCON = condemnation cost

• XK7 = percent of equivalent equipments condemned through
attrition per year

CUNITP = prime equipment hardware unit cost
CUNITS = prime equipment software unit cost.

C. CHECKOUT COST

The checkout cost is the cost associated with checkout of the equipment. The equation for
checkout cost is

182
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CCO XHCEM 12 XR I (F-27)

where
CCO = checkout cost

XHCEM = manhours of checkout time per equipment per month
XRI = labor rate per man at flight-line.

D. ENERGY CONSUMPTION COST

The energy consumption cost is given by

CEC = 
OTPYX EDC CEPOH (F-28)

wht~.
CEC energy consumption cost

OTPYX = average operating time per system per year (including
checkout)

EDC = equipment duty cycle
EOL = equipment operating life

CEPOH = cost of energy per operating interval.

E. SUPPLY MANAGEMENT COST

The cost of maintaining and supplying logistical management support is given by

CSM = XLIM (CLIM + XMSTSX CLSFSA) (F-29)

where
CSM = cost of supply management

XLLM total number of line items managed
CLIM = annual central administration cost of supply management

per line item
XMSTSX = number of different intermediate and depot maintenance

sites
CLSFSA = cost per line item per site per year for field supply

administration.

F. ANNUAL MAINTENANCE FACILITY SPACE COST

The annual maintenance facility space cost is given by
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CRFS = XMSTSX FSPSA CAFS (F-30)

where

CRFS = annual maintenance facility space cost

XMSTSX = number of different intermediate and depot maintenance
sites

FSPSA = average square feet of floor space per maintenance site
devoted to this equipment

CAFS = average cost of space per square foot per year.

G. ANNUAL RECURRING TRAINING COST

The annual recurring or replacement training cost for base and depot maintenance personnel
is given by

CRT = XNMTB XATB CRTCB + XNMTD XATD CTRCD (F-3l)

where

CRT = cost of annual replacement training

XNMTB = total number of base maintenance personnel supporting
this equipment

XATB = base maintenance personnel turnover rate per year

CRTCB = recurring training course cost per student per year

XNMTD = total number of depot maintenance personnel supporting
this equipment

XATD = depot maintenance personnel turnover rate per year

CRTCD = recurring training course cost per student per year.

H. ANNUAL RECURRING TECHNICAL DATA MANAGEMENT COST

The annual recurring technical data management cost is given by

CRTDM = XPMT CPPTDM (F-32)

where

CRTDM = cost of annual recurring technical data management

XPMT = total number of unique technical data pages required for
equipment support

CPPPMT = cost of technical data management per page per year.
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I. ANNUAL RECURRING SUPPORT EQUIPMENT MAINTENANCE COST

The annual recurring support equipment maintenance cost is ~‘iV c!1 h~

CSEM = K8(XOSOj CNITOj + XISOj ( \ lTI , + XDSO~ 
( NI1 [) 1~

where

CSEM = annual recurring support equipment maintenance co s t

K8 = support equipment maintenance rate per Y ear  expressed as a
percentage of unit cost

XOSO1 = total number ot organizational level AGE s e s

CNITO1 = unit cost of organizational level AGE sets
XISO1 = total number of intermediate level AGE sets

CNITII = unit cost of intermediate level AGE sets
XDSO1 = total number of depot level AGE sets

CNITDi = unit cost of depot level AGE sets.

J. SOFTWARE MAINTENANCE COST

The software maintenance cost (CSWM) is not set forth in a mathemat ica l model, but i~ an
engineering estimated value.

K. SUSTAINING COST SUMMARY

The sustaining cost is given by summing up the following.

CSUS = CNP (CM + CCON + CCO + CEC + CSNI + CRFS + (‘RT
F — ~-4

+ CRTDM ÷ CSEM + CSW M

where
CSUS1 = annual sustaining cost in it/i year

CNP~ = number of operating systems in the it/i year
CM = scheduled and unscheduled maintenance cost

CCON = condemnation cost
CCO = checkout cost
CEC = energy consumption cost
CSM annual supply maintenance cost

CRFS = annual facility space cost
CRT = annual recurring training ~.ost

( 
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CR’l’l)M = annual technical data m anagement cost
(‘SIM = annual support equipment maintenance cost
(‘SW M = annual software maintenance cost.

IV. LIFE.CYCLE COST OR CUMULATIVE COST OF OWNERSHIP

The life c ele cost ~LCC) or cumulative cost of ownership (COTOT) is given by the
following equation.

ICC (‘OTOT = (CACQ1 + CSUS1)  ( F -3 5)

where

LCC = life-cycle cost at the end of T years

CACQ1 acqu isition cost during the ith year

CSUS1 = sustaining cost during the it/i year

t = years of equipment in the inventory (t = T for the last
program year).
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APPENDIX G
LCC ANALYSIS DATA AND DATA SOURCES

The data contained in this appendix was used in the LCC analysis in Section IV of this
report. This data resulted from cost estimates and analysis techniques employed by Texas
Instruments engineering, logistical, training, technical publications, reliability, maintainability, and
logistical support staffs. In some instances, data was acquired from the Air Force and other
sources. Such data includes details of the ARPV operational scenario, AFLC logistical support
cost model, and AFLC standard cost factors.
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